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CHAPTER 1

Introduction

Even centuries before the advent of high-energy physics, the concept that ordinary matter
might consist of smaller building blocks has driven scientific and philosophic curiosity alike.
The ancient Greek word átomos, literally translated to “indivisible” [1], is a remnant of this
belief which was applied in the last two centuries in chemistry by structuring the atoms of the
periodic table of elements as the fundamental components of all matter. It was not until the
end of the 19th century that scientists realized that atoms are not truly indivisible, but consist
of smaller building blocks themselves. The electron was the first of these sub-atomic particles
to be discovered and the detection of protons and neutrons soon followed, enabling a complete
explanation of the inner structure of atoms in the picture of the Rutherford model [2, 3].

Due to the development of quantum mechanics in the early 20th century, the duality between
particles and waves became clear, and the division between particles according to one of their
intrinsic quantum mechanical properties, called the spin, was presented in a mathematically
rigorous way. Subsequently, the unification of quantum mechanics with the theory of physical
fields was achieved in the form of quantum field theories. The first of these theories to be
mathematically complete, called quantum electrodynamics, explains among other phenomena
the electromagnetic interaction of charged particles and photons [4, 5].

The enormous success of quantum electrodynamics led to the search for more general field
theories, trying to explain not only the electromagnetic interaction, but additionally, the
weak interaction, which explains radioactive decays, and the inner structure of the nuclei,
described by the strong interaction. In the middle of the 20th century, the development of
particle accelerators allowed for the observation of particle collisions at higher energies. This
in turn led to the observation that all baryons, e.g. protons and neutrons, are composed of
quarks as their fundamental elementary particles, and the interaction between those particles
is mediated by photons γ, electroweak gauge bosons Z0, W± and gluons g as the carriers of
the fundamental forces [3].

In order to arrive at a more fundamental theory of particle physics, the electromagnetic and
weak interactions were unified to the so-called electroweak interactions. This theory, together
with quantum electrodynamics, was used in the late 1970s to build up the Standard Model
(SM) of particle physics [6–8]. Within the SM, all interactions and particles of nature known
to date (apart from gravity) arise in a mathematically rigorous way [3, 5].
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Through the course of the second half of the 20th century, every component of the SM was
observed at a variety of collider experiments, and with the discovery of the top quark in
1995 [9, 10] and of the τ neutrino in 2000 [11], the observation of the lepton, hadron and
gauge boson sectors of the SM was completed. The last missing piece of the SM was a scalar
particle, called the Higgs boson, being predicted as a fundamental building block of the SM
as early as 1968 [12–16]. Over four centuries later, such a scalar particle was discovered at
the Large Hadron Collider (LHC) in 2012 [17, 18], finally completing the Standard Model of
particle physics.

Although the theory of the SM turned out to be successful in the last decades and electroweak
precision measurements suggest a so-far very good agreement with SM predictions [19–26],
several phenomena exist that are not explainable with our current understanding of particle
physics. Among these is the dominance of matter over antimatter in our universe [27] and the
absence of a valid candidate for dark matter within the SM framework, while experimental
data establish an abundance of dark matter with respect to ordinary matter in our universe
[28]. Therefore, it is necessary to explore physics beyond the Standard Model (BSM) in order
to propose solutions to the so-far open problems within the SM.

The Two-Higgs-Doublet Model (2HDM), which is investigated in this thesis, is a BSM theory
which is capable of solving some of the problems mentioned above while still preserving the
good agreement between the SM and experiments. The 2HDM provides a simple extension
of the SM through the introduction of an additional scalar doublet in the Higgs sector, giving
rise to a possible candidate for dark matter [29,30] and mechanisms to explain the dominance
of matter over antimatter [31]. Due to the second Higgs doublet, the phenomenology and
scalar particle content is extended in comparison to the SM, containing one light and one
heavy neutral CP-even Higgs boson (h0 and H0, respectively), one neutral CP-odd Higgs A0

and two charged scalar Higgs bosons H± [32,33].

With the LHC now being operated in run II at 13 TeV, the exploration of the scalar sector is
expected to reveal more details. In a theory with an extended Higgs sector like the 2HDM,
the decay of charged Higgs bosons is expected to produce good signals at the LHC. The com-
parison between theory and data requires precise predictions obtained through higher-order
calculations. To achieve this goal, the first important step is the complete renormalization of
the 2HDM.

This thesis focuses on the electroweak sector of the 2HDM and its renormalization. Due to
the rotation of the scalar fields from the gauge basis to their mass eigenstates, the 2HDM
requires the renormalization of two scalar mixing angles α and β [34,35]. The renormalization
of these mixing angles is a subtle task, since there is no natural way of defining them through
a physically motivated renormalization scheme. Additionally, an unsuitable choice of scheme
might introduce gauge-dependences in the one-loop amplitude and consequently in physical
observables, thus breaking gauge-invariance of next-to-leading order calculations [36].

Within the Minimal Supersymmetric Standard Model (MSSM), where the scalar mixing angle
β needs to be renormalized, a “no-go theorem” was discussed [36] which states that a renor-
malization scheme for β may not be simultaneously gauge-independent, process-independent
and numerically stable. Within this thesis, this discussion is extended to the two scalar mix-
ing angles and different renormalization schemes for α and β are analyzed with respect to
these three properties. Additionally, we consider different renormalization schemes for the
2HDM parameter Λ5, which is proportional to the fields in the 2HDM potential that softly
violate a discrete Z2 symmetry. Hence, the purpose of this thesis is to compare different
renormalization schemes and propose a numerically stable, gauge- and process-independent
renormalization scheme of the scalar mixing angles for the 2HDM, as well as a suitable renor-
malization scheme for Λ5.
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The thesis is structured as follows.

Chapter 2 presents an introduction to the Two-Higgs-Doublet Model. In Sec. 2.1, we will mo-
tivate the exploration of physics beyond the Standard Model and particularly the 2HDM. To
that end, it is necessary to take care of several theoretical and experimental constraints on any
new physical theory, as discussed in Sec. 2.2. In Sec. 2.3, the complete electroweak Lagrangian
of the 2HDM is presented. It contains the scalar potential of the 2HDM, whose parametriza-
tion, rich vacuum structure and particle content is presented in Sec. 2.4 as the main part of
the introduction to the 2HDM. In the subsequent Sec. 2.5, the full scalar Lagrangian and
the electroweak symmetry breaking within the 2HDM are analyzed. The interaction with
fermions is discussed in Sec. 2.6, where additionally, mechanisms for avoiding flavor-changing
neutral currents are introduced. The necessary gauge-fixing of the Lagrangian is implemented
in Sec. 2.7, followed by the full set of parameters of the 2HDM.

In Chapter 3, we discuss the connection between decay amplitudes, following from field the-
oretical calculations, and partial decay widths as observables at a collider experiment for
one-to-two decay processes. This discussion is presented for tree-level calculations in Sec. 3.1
and at next-to-leading order in Sec. 3.2 in a generic way, so that it can be applied to a variety
of decay processes.

The renormalization of the Two-Higgs-Doublet Model in Chapter 4 forms the main part of this
thesis. We start with an overview of the appearance of divergences in higher-order calculations
in Sec. 4.1 and their regularization and renormalization in Sec. 4.2. In Sec. 4.3, we present
the on-shell renormalization of scalar fields for the 2HDM as an exemplary renormalization
method. In spontaneously broken gauge symmetries, special care has to be taken with respect
to the renormalization of the tadpole terms in order to preserve the minimum conditions of
the potential to all orders. This is discussed in Sec. 4.4. In the subsequent Sec. 4.5 to Sec. 4.7,
the generic results of the on-shell renormalization procedure are applied to the gauge boson,
fermion and scalar sector of the 2HDM. In Sec. 4.8, different renormalization schemes for the
2HDM-specific scalar mixing angles α and β are discussed with respect to gauge-dependence
of the one-loop amplitude. The last independent parameter of our parametrization of the
2HDM, Λ5, is renormalized in two different schemes in Sec. 4.9, and the chapter closes with
a discussion about the renormalization of the gauge-fixing Lagrangian in Sec. 4.10.

The subsequent three chapters introduce 2HDM-specific decays of the heavy CP-even Higgs
H0 and the charged Higgs H+, namely the decays H+ −→ W+ h0/H0 in Chapter 5,
H0 −→ Z0 Z0 in Chapter 6 and H0 −→ h0 h0 in Chapter 7. For all processes, the
calculation of the tree-level and next-to-leading order partial decay width is presented and
the gauge-dependence of the one-loop amplitude for the different renormalization schemes
of the scalar angles and Λ5 are discussed. In the case of the first process, we additionally
discuss the infrared divergence of the one-loop amplitude and its regularization as well as the
cancellation of all infrared divergences through the inclusion of real corrections.

In Chapter 8, the numerical evaluation of the next-to-leading order partial decay widths is
presented. To this end, we present the software packages as well as the 2HDM input parameter
sets that we use for our analysis. Subsequently, the numerical results for all processes intro-
duced in the previous three chapters are presented. The different renormalization schemes
for the scalar mixing angles and Λ5 are compared with respect to numerical stability of the
next-to-leading order partial decay width.

Chapter 9 gives a summary of the previous chapters and the results that were obtained.
A renormalization scheme for the 2HDM is presented that is gauge-independent, process-
independent as well as numerically stable. Finally, suggestions are proposed for a further
investigation of the renormalization schemes, especially of Λ5, as well as for a subsequent
numerical analysis of the results.





CHAPTER 2

Introduction to the Two-Higgs-Doublet Model

2.1. Motivation

The phenomenology of the gauge boson and fermion sector of the electroweak Standard
Model of particle physics has been well investigated so far. The detection of the Higgs boson
in 2012 [17, 18] enabled the exploration of the scalar sector of the theory for the first time,
and with run II of the LHC now being in full swing, taking data at a center-of-mass energy
of 13 TeV, the Higgs couplings will be measured in even greater detail.

The SM uses the simplest of all possible scalar structures (apart from a singlet), namely one
complex SU(2)L doublet [14,37], being referred to as the minimal Higgs structure [32]. From
an experimental point of view, the detected Higgs boson is so far well compatible with this
minimal Higgs structure [25, 26] and electroweak precision measurements show a very good
agreement with the SM [19–21], so naturally, the question arises why investigations of any
BSM physics should be strived. Despite good agreement between theory and experiment,
there are several reasons speaking for the existence of an extended BSM sector.

From a theoretical point of view, the introduction of the Higgs mechanism is an elegant way
to explain the generation of mass in the otherwise massless gauge theory of the SM [12] while
still preserving its gauge symmetry. However, higher-order corrections to the physical Higgs
boson mass introduce a strong dependence on the renormalization scale of the theory [38].
As a consequence, the Higgs boson mass is expected to be of the order of a scale where new
physics appears, for instance the Planck scale, but instead, the Higgs mass differs from this
scale by astonishing 17 orders of magnitude. This so-called hierarchy problem can be solved
through the cancellation of the large loop contributions in the framework of supersymmetry
(SUSY), which is amongst the most popular and well studied theories for BSM physics. Due
to the structure of the SUSY superpotential, it is not sufficient to consider only one Higgs
doublet. Instead, two doublets are needed in order to give mass to both up- and down-type
quarks [32, 39, 40]. Within the scope of this thesis, we do not consider a SUSY theory but
restrict ourselves to an extension of the scalar sector in the form of two SU(2)L doublets,
giving rise to the 2HDM, without any additional SUSY relations or particles. While the
2HDM does not have the advantage of SUSY models to solve the hierarchy problem, the
theory is still interesting, since it offers solutions to other unsolved problems of the SM.
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Measurements show that the ordinary baryonic matter accounts only for roughly 15% of the
total matter in the universe, with the other 85% being so-called dark matter [28, 41]. A
special case of a 2HDM, the Inert Two-Higgs-Doublet Model (IDM) establishes an unbroken
Z2 symmetry for one of the two Higgs doublets, so that the vacuum expectation value of this
doublet vanishes. As a consequence, one of the doublets provides the SM-like Higgs boson,
while the other doublet does not couple to quarks and leptons, but still has a non-vanishing
mass. This inert doublet serves as the dark matter candidate of the IDM [29,30].

Another cosmological observation that is not explicable within the SM is the dominance of
matter over antimatter in our universe. As one of the three Sakharov conditions necessary
for baryogenesis in the universe, the gauge theory describing nature must provide methods
for violation of charge and parity (CP) symmetries that are strong enough to account for the
dominance of matter over antimatter [27]. Within the SM, a source of CP-violation comes
through the non-vanishing phase in the Cabibbo-Kobayashi-Maskawa (CKM) matrix [42,43],
however, it is not strong enough to fully explain baryogenesis [44]. Through the extended
scalar sector of the 2HDM, it is possible to introduce new sources of explicit and spontaneous
CP-violation in order to explain baryogenesis [31,45].

2.2. Constraints on Theories Beyond the Standard Model

2.2.1. The ρ Parameter

Focusing on an extension of the scalar structure of the SM, one has to be careful not to violate
several theoretical and experimental constraints. If we consider the electroweak SU(2)L ×
U(1)Y gauge theory with n scalar Higgs doublets Φi, with their weak hypercharges Yi, weak
isospins Ii and vacuum expectation values vi (i = 1, .., n), then one of the most restrictive
constraints can be formulated by introducing the ρ parameter [32]

ρ =

∑n
i=1 vi

[
4Ii(Ii + 1)− Y 2

i

]∑n
i=1 2Y 2

i vi
. (2.1)

The constraint on any scalar extension of the Standard Model is the experimental fact that
the ρ parameter is very close to 1 [46]:

ρexp = 1.00040± 0.00024 . (2.2)

For the Standard Model with only one complex SU(2)L doublet with weak isospin I = 1/2

and hypercharge Y = 1, Eq. (2.1) reduces to

ρSM =
m2
W

m2
Z cos2(ΘW )

= 1 , (2.3)

with mZ and mW being the masses of the Z0 and W± gauge bosons and ΘW being the
Weinberg angle. In the SM, Eq. (2.3) is automatically fulfilled by the theory [47]. However,
the minimal Higgs sector of the Standard Model is not the only way to realize ρ = 1 from a
theoretical point of view. In fact, there are infinitely many possible realizations of the Higgs
sector [32], as long as the combination of isospins, hypercharges and vacuum expectation
values are such that the ρ parameter in Eq. (2.1) is within current experimental bounds.

While in principle there are complicated extensions possible, e.g. by adding the representation
I = 3 and Y = 4 [32], the simplest extensions are those where doublets with weak isospin
Ii = 1/2 and hypercharge Yi = 1 are added. In that sense, the simplest extension of the scalar
sector of the SM is the addition of just one other complex SU(2)L doublet, giving rise to the
2HDM.



2.3. The Electroweak 2HDM Lagrangian 7

2.2.2. Flavor-Changing Neutral Currents

Many BSM theories introduce the possibility of flavor-changing neutral current (FCNC) pro-
cesses, i.e. processes that involve the change of the particle flavor without a coincident alter-
ation of its electric charge. Experimental data puts very strict constraints on the branching
ratios of FCNC processes [48, 49]. Within the Standard Model, FCNC reactions are auto-
matically ruled out on tree level and appear only in higher-order calculations, where they
are suppressed by the Glashow–Iliopoulos–Maiani (GIM) mechanism [50]. Therefore, any
new physical theory beyond the SM must either prohibit the existence of FCNC at tree level
or provide mechanisms to suppress FCNC reactions. The 2HDM provides such a mecha-
nism, thus ensuring not to violate the strict experimental constraints on the observation of
flavor-changing neutral currents [32], as will be discussed in Sec. 2.6.

2.2.3. Unitarity Constraints

While the constraints mentioned so far are set up mostly due to experimental data, there
is another constraint that emerges purely from theoretical aspects of electroweak symmetry
breaking, called the unitarity constraints of the theory. The scattering of longitudinal vector
bosons VLVL → VLVL (with V ∈ {Z0,W±}) and fermions to longitudinal vector bosons
f+f̄+ → VLVL (where the subscript + stands for fermions with positive helicity) leads to
partial decay widths that potentially grow infinitely with an increase of the center-of-mass
energy, thus violating the unitarity of the scattering. Within the SM, this problem is solved
through electroweak symmetry breaking, which leads to a set of non-trivial cancellations
between Feynman diagrams containing the vector bosons, fermions and the Higgs boson. Since
electroweak symmetry breaking gives rise to the Higgs coupling gHWW (with H being the SM
Higgs boson), these cancellations are ensured automatically by the theory, thus preserving
the unitarity constraint [32].

In a theory with an extended Higgs sector composed of additional doublet and singlet Higgs
fields, the unitarity constraints still have to be preserved. For this it is sufficient that the
Higgs sector (with the BSM Higgs bosons hi) fulfills the following sum rules of the couplings
between fermions, vector bosons and Higgs particles [51]:∑

i

g2
hiV V

= g2
HV V , (2.4)∑

i

ghiV V ghiff̄ = gHV V gHff̄ . (2.5)

Through the structure of the electroweak symmetry breaking, the 2HDM exhibits the sum
rules given above, thus preserving the unitarity contraints.

2.3. The Electroweak 2HDM Lagrangian

In comparison to the Standard Model, the 2HDM consists of two complex SU(2)L doublets
Φi (i = 1, 2) with hypercharge Y = +1 instead of just one. In this thesis, the focus lies
on electroweak corrections to 2HDM-specific decays, only. Therefore, it is sufficient to give
the full electroweak Lagrangian of the 2HDM and quantum chromodynamics (QCD) is not
considered. Explicitly, the fully quantized electroweak Lagrangian reads

LEW
2HDM = LYM + LF + LS + LYuk + LGF + LFP . (2.6)

The first two terms consist of the Yang-Mills Lagrangian LYM and the kinematic terms of
the fermion sector and the couplings between fermions and gauge bosons, LF. Since they do
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not introduce any new physics when changing from the SM to the 2HDM and their explicit
form is not needed later, these terms will be kept implicit in the Lagrangian. For reference,
their explicit form can be found e.g. in [5, 52].

The third term of Eq. (2.6) introduces the 2HDM-specific scalar Lagrangian LS, which con-
tains the kinetic terms of the two Higgs doublets and the scalar potential V2HDM. Given its
rich vacuum structure and particle content, the scalar potential will be investigated separately
from the scalar Lagrangian in Sec. 2.4. The full scalar Lagrangian, as well as the mechanism
of electroweak symmetry breaking within the 2HDM, is discussed in Sec. 2.5.

In analogy to the SM, the interaction between the extended scalar sector of the 2HDM and
the fermionic fields is described within the Yukawa Lagrangian LYuk. In contrast to the SM,
however, the Yukawa theory of the 2HDM potentially gives rise to flavor-changing neutral
currents at tree level. Since FCNCs serve as a strict constraint for any BSM theory, as
discussed in the previous section, the procedure of isolating and eliminating FCNCs from the
2HDM will be discussed in Sec. 2.6.

Lastly, the quantization of the electroweak Lagrangian requires the introduction of a gauge-
fixing term LGF in order to isolate unphysical degrees of freedom, as well as the corresponding
Faddeev-Popov Lagrangian LFP which removes these redundant degrees of freedom from the
theory. Both Lagrangians will be discussed in Sec. 2.7.

2.4. The Scalar 2HDM Potential

The most general 2HDM potential is constructed out of all possible combinations of SU(2)L
invariants ((Φ†1Φ1), (Φ†2Φ1), (Φ†2Φ2), ...) of the two complex SU(2)L doublets Φi (i = 1, 2)
such that the potential is still renormalizable. In the most general form, such a potential
contains 14 free parameters, is explicitly CP-violating and exhibits minima that can be CP-
conserving, CP-violating or charge-violating [33]. While a CP-violating 2HDM potential gives
rise to a possible explanation for baryogenesis [53], as it was mentioned in Sec. 2.1, the phe-
nomenological analysis of this thesis restricts itself to a CP-conserving 2HDM. Additionally, a
discrete Z2 symmetry of the form Φ1 → −Φ1 is imposed on the potential to suppress FCNCs
in the tree-level Yukawa couplings [32], as discussed in further detail in Sec. 2.6. With these
restrictions in mind, one way of parametrizing a general CP-conserving 2HDM potential is
given by [33]

V2HDM (Φ1,Φ2) = m2
11

(
Φ†1Φ1

)
+m2

22

(
Φ†2Φ2

)
−m2

12

[(
Φ†1Φ2

)
+
(

Φ†2Φ1

)]
+
λ1

2

(
Φ†1Φ1

)2
+
λ2

2

(
Φ†2Φ2

)2
+ λ3

(
Φ†1Φ1

)(
Φ†2Φ2

)
+ λ4

(
Φ†1Φ2

)(
Φ†2Φ1

)
+
λ5

2

[(
Φ†1Φ2

)2
+
(

Φ†2Φ1

)2
]
.

(2.7)

The potential contains five real-valued, dimensionless parameters λi (i = 1, ..., 5) and three
real-valued mass parameters m11, m22 and m12, so that the full CP-conserving 2HDM poten-
tial has eight free real-valued parameters [33]. For convenience, the parameters λ3, λ4 and
λ5 are often combined to a single parameter

λ345 := λ3 + λ4 + λ5 . (2.8)

Although a discrete Z2 symmetry was imposed on the 2HDM potential to avoid FCNCs,
Eq. (2.7) still contains a term that explicitly breaks this symmetry. If m12 is non-vanishing,
the potential is not invariant under the transformation Φ1 → −Φ1. But since m12 has mass-
dimension, this form of symmetry breaking is only soft. Therefore, the parameter may be
kept in the potential as long as phenomenologically its effect on FCNC is limited [54].
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The parametrization of the potential in Eq. (2.7) exhibits several phenomena of the 2HDM in
an elegant way and is thus used in this and the next chapter to explore the vacuum structure
and scalar sector in detail. For calculations of 2HDM-specific processes, we will switch to an
alternative form of the 2HDM potential given in App. A. It is this form of the potential that
is also implemented in the tool FeynArts [55], which will be used later on in the computation
of the decay amplitudes.

The 2HDM potential in Eq. (2.7) exhibits two CP-conserving, neutral minima 〈Φ1〉, 〈Φ2〉 of
the form

〈Φ1〉 =

 0

v1√
2

 , 〈Φ2〉 =

 0

v2√
2

 , (2.9)

with v1 and v2 being the vacuum expectation values (vevs) of the doublets Φ1 and Φ2, respec-
tively. By introducing eight real fields ω±i , ρi and ηi (i = 1, 2), the doublets may be expanded
around these minima, taking the form

Φ1 =

 ω+
1

v1 + ρ1 + iη1√
2

 , Φ2 =

 ω+
2

v2 + ρ2 + iη2√
2

 . (2.10)

The mechanism of breaking SU(2)L ×U(1)Y down to U(1)em is equivalent to breaking three
gauge symmetries, analogous to the Higgs mechanism of the SM [12, 14]. Each broken sym-
metry corresponds to the existence of a would-be Goldstone boson, through which the gauge
bosons acquire mass (and thus, their longitudinal polarizations) [5]. In contrast to the SM,
where only one free Higgs field is left after the spontaneous symmetry breaking, there are
five fields in the 2HDM, corresponding to five Higgs particles. Two of them form a CP-even
doublet, two are charged and one is CP-odd.

Inserting Eq. (2.10) into the 2HDM potential in Eq. (2.7) generates, among others, terms
that are linear in the two fields ρi. In order for the doublets Φi to have their minima truly
at 〈Φi〉, the two minimum conditions

∂V2HDM

∂Φ†1

∣∣∣∣
〈Φ1〉,〈Φ2〉

= 0 ,
∂V2HDM

∂Φ†2

∣∣∣∣
〈Φ1〉,〈Φ2〉

= 0 . (2.11)

have to be fulfilled. This is equivalent to the requirement that the two terms linear in the
fields ρ1 and ρ2,

T1 := m2
11v1 −m2

12v2 +
1

2
λ1v

3
1 +

1

2
λ345v1v

2
2 ,

T2 := m2
22v2 −m2

12v1 +
1

2
λ2v

3
2 +

1

2
λ345v

2
1v2 ,

(2.12)

called the tadpole terms of the potential, must vanish at tree level:

T1|tree = T2|tree = 0 . (2.13)

This requirement is analogous to the statement that the vacuum expectation values represent
the true minima of the two Higgs doublets Φ1 and Φ2 in the tree-level potential. Note that
there are no terms linear in the fields ω+

1 and ω+
2 due to charge conservation, and since we are

considering a CP-conserving 2HDM, terms linear in the fields η1 and η2 are absent as well.
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The tadpole conditions in Eq. (2.13) allow for the elimination of two parameters of the 2HDM
potential in favor of the other parameters of the 2HDM. The parameters m2

11 and m2
22 can

therefore be replaced as

m2
11 = m2

12

v2

v1
− 1

2
λ1v

2
1 −

1

2
λ345v

2
2 ,

m2
22 = m2

12

v1

v2
− 1

2
λ2v

2
2 −

1

2
λ345v

2
1 .

(2.14)

Additionally to the terms that are linear in the fields, the insertion of the doublet expansions
in Eq. (2.10) into the 2HDM potential generates terms that are bilinear in the fields ω±i , ρi
and ηi. Since these bilinear terms contribute to the propagators of the eight fields, they give
rise to mass terms. All bilinear terms in the 2HDM potential can be brought into the form

V2HDM

∣∣∣∣
bilin

=
1

2

(
ρ1 ρ2

)
M2
ρ

ρ1

ρ2

 +
1

2

(
η1 η2

)
M2
η

η1

η2


+

1

2

(
ω+

1 ω+
2

)
M2
ω

ω−1
ω−2

 ,

(2.15)

with the explicit form of the non-diagonal mass matrices given by

M2
ρ =

 m2
12

v2

v1
+ λ1v

2
1 −m2

12 + λ345v1v2

−m2
12 + λ345v1v2 m2

12

v1

v2
+ λ2v

2
2

+

T1

v1
0

0
T2

v2

 , (2.16)

M2
η =

(
m2

12

v1v2
− λ5

) v2
2 −v1v2

−v1v2 v2
1

+

T1

v1
0

0
T2

v2

 , (2.17)

M2
ω =

(
m2

12

v1v2
− λ4 + λ5

2

) v2
2 −v1v2

−v1v2 v2
1

+

T1

v1
0

0
T2

v2

 . (2.18)

Note the explicit appearance of the tadpole terms in the mass matrices. Usually, the tree-level
condition in Eq. (2.13) is applied, so that the mass matrices simplify and the tadpole terms
Ti do not have to be taken into account. However, a correct treatment beyond tree level
requires to keep the tadpole terms explicitly in the mass matrices. This will be investigated
in more detail in Sec. 4.4.

To have physical, propagating particles in the 2HDM, it is necessary to consider eigenstates
with specific masses. This can be achieved by diagonalizing the matrices in Eqs. (2.16) –
(2.18), which means that for any of the matrices M2

ρ , M2
η and M2

ω, matrices Rα and Rβ must
be found such that

D2
ρ = RT

αM
2
ρRα , (2.19)

D2
η = RT

βM
2
ηRβ , (2.20)

D2
ω = RT

βM
2
ωRβ , (2.21)

are diagonal matrices (note that M2
η and M2

ω are proportional to each other, therefore, the
transformation matrix Rβ is the same for both). The spectral theorem ensures that for the
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real-valued, symmetric matrices in Eqs. (2.16) – (2.18), the transformation matrices Rα and
Rβ are orthogonal. The matrices can be parametrized by two angles α and β, defined over
the explicit form of the transformation matrices1,

Rα =

cα −sα

sα cα

 , Rβ =

cβ −sβ

sβ cβ

 (2.22)

By applying the diagonalizing procedure to the 2HDM potential, the bilinear terms can be
cast into the form

V2HDM

∣∣∣∣
bilin

=
1

2

(
H0 h0

)
D2
ρ

H0

h0

 +
1

2

(
G0 A0

)
D2
η

G0

A0


+

1

2

(
G+ H+

)
D2
ω

G−
H−

 .

(2.23)

The fields ω±i , ρi and ηi in the gauge basis have been transformed into physical fields

H0

h0

 = RTα

ρ1

ρ2

 =

 cα sα

−sα cα

ρ1

ρ2

 , (2.24)

G0

A0

 = RTβ

η1

η2

 =

 cβ sβ

−sβ cβ

η1

η2

 , (2.25)

G±
H±

 = RTβ

ω±1
ω±2

 =

 cβ sβ

−sβ cβ

ω±1
ω±2

 . (2.26)

The mass matrices in Eqs. (2.19) – (2.21) are diagonal in this basis, therefore, the correspond-
ing fields are commonly referred to as the mass basis of the 2HDM potential. The entries of
the mass matrices are then interpreted as the masses of these physical fields,

D2
ρ =

m2
H0 0

0 m2
h0

 , D2
η =

m2
G0 0

0 m2
A0

 , D2
ω =

m2
G± 0

0 m2
H±

 . (2.27)

Since they are needed in Sec. 4.4, the explicit dependences of the masses on the 2HDM pa-
rameters shall be given. Their form is automatically determined through the diagonalization
procedure as the eigenvalues of the mass matrices in Eqs. (2.16) – (2.18). With the definition

v2 = v2
1 + v2

2 , (2.28)

1Here and in the following, the short-hand notation sx := sin(x), cx := cos(x) and tx := tan(x) will be used.
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the tree-level masses of the particles in the mass basis are given by

m2
H0 =

1

2

[
(M2

ρ )11 + (M2
ρ )22 +

√(
(M2

ρ )11 − (M2
ρ )22

)2
+ 4(M2

ρ )2
12

]
, (2.29)

m2
h0 =

1

2

[
(M2

ρ )11 + (M2
ρ )22 −

√(
(M2

ρ )11 − (M2
ρ )22

)2
+ 4(M2

ρ )2
12

]
, (2.30)

m2
G0 = 0 , (2.31)

m2
A0 = v2

(
m2

12

v1v2
− λ5

)
, (2.32)

m2
G± = 0 , (2.33)

m2
H± = v2

(
m2

12

v1v2
− λ4 + λ5

2

)
, (2.34)

with (M2
ρ )ij (i, j = 1, 2) being the entries of the first part of the mass matrix M2

ρ in Eq. (2.16),

i.e. without the tadpole parameters. The massless particles G0 and G± are the three would-be
Goldstone bosons of the 2HDM. The particles H0 and h0 form the CP-even doublet, A0 is
the CP-odd Higgs and the two particles H± are the charged Higgs bosons.

For completeness, it should be noted that the diagonalization procedure connects the two
angles α and β, introduced in the transformation matrices in Eq. (2.22), with the 2HDM
parameters through the following tree-level relations: [32]

tβ =
v2

v1
, (2.35)

t2α =
s2β

(
M2 − λ345v

2
)

c2
β (M2 − λ1v2)− s2

β (M2 − λ2v2)
, (2.36)

where we introduced the parameter

M2 :=
m2

12

sβcβ
(2.37)

which is often used as an alternative to m2
12 for the parametrization of the 2HDM [56].

The inverse of the transformation in Eqs. (2.24) – (2.26) can be used to transform the whole
2HDM potential to the mass basis. This also generates terms that are trilinear and quartic in
the physical fields. Such terms give rise to trilinear and quartic couplings in the scalar sector.
Examples of this will be presented in Sec. 4.9.3 and Sec. 7.2.

2.5. The Scalar Lagrangian

The condensation of the two scalar SU(2)L doublets Φi into symmetry-breaking vacua with
non-vanishing vacuum expectation values vi, cf. Eq. (2.9), gives rise to the rich vacuum struc-
ture and particle content of the 2HDM, as described in the previous section. The symmetry
breaking further induces the mass generation in the gauge sector, in analogy to the Higgs
mechanism of the Standard Model [12]. Local gauge-invariance of the 2HDM Lagrangian is
implemented through the covariant derivative2

Dµ = ∂µ + ig
σa

2
W a
µ (x) + ig′

Y

2
Bµ(x) , (2.38)

where W a
µ (a = 1, 2, 3) and Bµ are the SU(2)L and U(1)Y gauge boson fields in the gauge

basis, respectively. Note that we use Einstein’s sum convention for the index a. The constants

2Note that our sign convention for the covariant derivative follows the sign convention for MSSM and 2HDM
models that is used in [57], while the Standard Model usually introduces opposite signs for the SU(2)L term [52].
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g and g′ are the coupling constants of the gauge boson fields W a
µ and Bµ, respectively, and

the Pauli matrices σa and the weak isospin Y are, together with a factor of 1/2, the generators
of the respective groups. The scalar Lagrangian of the 2HDM is then given by

LS = (DµΦ1)† (DµΦ1) + (DµΦ2)† (DµΦ2)− V2HDM (Φ1,Φ2) . (2.39)

In order to preserve local gauge-invariance, the 2HDM Lagrangian is not allowed to contain
explicit mass terms for the gauge bosons. Instead, the generation of mass is achieved through
spontaneous symmetry breaking. By inserting Eq. (2.9) into Eq. (2.39), the terms bilinear in
the gauge boson fields can be isolated in the scalar Lagrangian,

LS|bilin =
2∑
i=1

(
0

vi√
2

)(
g
σa

2
W a
µ + g′

Y

2
Bµ

)†(
g
σb

2
Wµ,b + g′

Y

2
Bµ

) 0

vi√
2


=

2∑
i=1

1

2

v2
i

4

(
0 1

) ∣∣∣∣∣∣
 g′Bµ + gW 3

µ g
(
W 1
µ − iW 2

µ

)
g
(
W 1
µ + iW 2

µ

)
g′Bµ − gW 3

µ

∣∣∣∣∣∣
2 0

1


=

1

2

v2

4

[
g2
∣∣W 1

µ

∣∣2 + g2
∣∣W 2

µ

∣∣2 +
∣∣−gW 3

µ + g′Bµ
∣∣2 ] ,

(2.40)

which is the same as the result of spontaneous symmetry breaking in the Standard Model [5]
as long as the vacuum expectation value v, introduced in Eq. (2.28), is interpreted as the
measured value of v ≈ 246 GeV [46]. By diagonalizing the last line of Eq. (2.40), the gauge
boson fields are shifted from the gauge basis to the mass basis through the relations

W±µ =
1√
2

(
W 1
µ ∓ iW 2

µ

)
, (2.41) Z0

µ

γµ

 =

cW −sW

sW cW

W 3
µ

Bµ

 , (2.42)

with the short-hand notation cW := cos(ΘW ) and sW := sin(ΘW ) for the Weinberg angle
ΘW . The four physical fields W±µ , Z0

µ and γµ correspond to the W± and Z0 boson and the
photon γ. The diagonalized form of Eq. (2.40) exhibits the mass matrices of the physical
fields, with the squared masses of the gauge bosons given by

m2
W = g2 v

2

4
, (2.43)

m2
Z =

(
g2 + g′2

) v2

4
, (2.44)

m2
γ = 0 . (2.45)

The diagonalization procedure further gives a mathematical definition of the Weinberg angle
as a derived parameter,

cW ≡
mW

mZ
, (2.46)

which ensures the ρ parameter to be unity at tree level, cf. Eq. (2.3). For completeness, we
note that the electric charge e may be expressed through the coupling constants of the gauge
groups by

e =
gg′√
g2 + g′2

= g sW . (2.47)
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2.6. The Yukawa Lagrangian and FCNCs

The interaction of the fermions and scalar bosons of the 2HDM is determined by the form of
the Yukawa Lagrangian. The fermionic particle content of the 2HDM is the same as of the
Standard Model. The fermions can be grouped into triplets in flavor space in the form

Ψ ∈

 U :=


u

c

t

 , D :=


d

s

b

 , N :=


νe

νµ

ντ

 , L :=


e

µ

τ


 , (2.48)

where L stands for the charged leptons, N for the neutrinos and U and D for up- and down-
type quarks, respectively. In order to correspond to the gauge structure of the electroweak
Lagrangian, all fermionic fields Ψ are projected onto their left-handed (LH) and right-handed
(RH) states3 via ΨL = ω−Ψ and ΨR = ω+Ψ. The chiral projection operators have the explicit
form

ω∓ =
1∓ γ5

2
, (2.49)

where the subscript − stands for LH and + for RH chirality. In analogy to the SM, all RH
fermions of the 2HDM are grouped into SU(2)L singlets of the form

UR =


uR

cR

tR

 , DR =


dR

sR

bR

 , LR =


eR

µR

τR

 , (2.50)

while the LH fermions are grouped into SU(2)L doublets

QL :=

UL
DL

 =

(uL, cL, tL)T

(dL, sL, bL)T

 , LL :=

NL

EL

 =

(νe,L, νµ,L, ντ,L)T

(eL, µL, τL)T

 . (2.51)

The most general Yukawa Lagrangian is formed out of all possible charge-conserving combi-
nations of the SU(2)L doublets ΨL from the fermionic and Φ1,2 from the Higgs sector as well
as the SU(2)L singlets ΨR in such a way that the Lagrangian remains invariant under SU(2)L
transformations. If we denote with εij the totally antisymmetric tensor in two dimensions in
matrix form,

(εij) =

(
0 1

−1 0

)
, (2.52)

and use the short-hand notation Φ̃k := (εij)Φ
∗
k (k = 1, 2), the most general Yukawa La-

grangian fulfilling these criteria is given by [58]

LYuk =− Q̄L
[
YU,1Φ̃1 + YU,2Φ̃2

]
UR − Q̄L

[
YD,1Φ1 + YD,2Φ2

]
DR

− L̄L
[
YL,1Φ1 + YL,2Φ2

]
ER + (h.c.) ,

(2.53)

with the Yukawa coupling matrices YΨ,1, YΨ,2 ∈ C3×3 in flavor space and with (h.c.) being
the Hermitian conjugate of the three preceding terms.

3Apart from the neutrinos, which are considered to be massless for simplicity. As such, they exist in a LH state,
only.
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In the SM, the Yukawa matrices appearing in the mass terms of the fermions are proportional
to those appearing as the coupling matrices between the flavor triplets. As a result, the
matrices can be diagonalized simultaneously, giving rise to the masses mΨ of the fermions as
well as ruling out any FCNCs at tree level. In contrast to that, a general 2HDM introduces
the possibility of having flavor-changing neutral currents even at tree level. The diagonalized
form of the Yukawa matrices YΨ,1, YΨ,2 appearing in the mass terms will, in general, differ
from the diagonalized form of the Yukawa coupling matrices. As a consequence, the Yukawa
coupling matrix will not be diagonal in flavor space, which results in tree-level couplings like
d̄shi (where hi is a neutral Higgs boson), leading to FCNC reactions e.g. in the form of Kaon
mixing [33].

While it is still possible to construct a viable 2HDM with FCNC being present at tree level [33],
within the scope of this thesis we restrict ourselves to a model which prohibits FCNCs. The
transformation from a general to a flavor-conserving 2HDM can be achieved naturally4 by
imposing a discrete or continuous symmetry. This follows from the observation that the
FCNCs vanish at tree level if fermions with the same quantum numbers, i.e. those that
potentially mix, couple only to the same Higgs doublet [59]. Mathematically, this is achieved
by imposing Z2 symmetries on the Higgs doublets Φ1 and Φ2, additionally to the SU(2)L ×
U(1)Y symmetry that is demanded from the Lagrangian. In the 2HDM, there are four
independent possibilities to implement such symmetries, out of which the two most commonly
used shall be presented here [32,33].

Type I 2HDM: Imposing the discrete Z2 symmetry Φ1 → −Φ1 enforces all quarks and lep-
tons to couple only to the Higgs doublet Φ2, but not to Φ1.

Type II 2HDM: Imposing the Z2 symmetries Φ1 → −Φ1, DR → −DR and ER → −ER
simultaneously enforces all RH up-type quarks to couple only to Φ2, while the RH
down-type quarks and RH charged leptons couple only to Φ1.

The scalar sector of the MSSM contains a type II 2HDM. Choosing one of the types fixes the
Yukawa couplings between the fermions and the Higgs bosons. In tools like FeynArts, the
coupling constants are kept in a generic form, so that the decision of choosing a type I or II
2HDM is postponed until an actual numerical evaluation.

2.7. Gauge-Fixing Procedure and Faddeev-Popov Ghosts

The Yang-Mills Lagrangian contains the gauge bosons in the form of vector fields. The
degrees of freedom exhibited by these vector fields exceeds the degrees of freedom of the
physical gauge fields, thus giving rise to gauge-freedom. The quantization procedure of the
electroweak 2HDM Lagrangian requires the specification of a gauge in order to parametrize
the redundant degrees of freedom. For the calculations performed in this thesis, the set of
linear Rξ gauges is the most convenient one, since the set is also implemented in tools like
FeynArts. If we introduce the terms [52]

FW± =
1√
ξW

[
∂µW±µ ∓ iξWmWG

±
]
,

FZ =
1√
ξZ

[
∂µZ0

µ − ξZmZG
0

]
,

Fγ =
1√
ξγ
∂µAµ ,

(2.54)

4The term “naturally” is used in the sense that the flavor-conservation is not achieved by fine-tuning the
parameters of the theory in order to rule out FCNCs.
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the gauge for each field is fixed through the gauge-fixing-parameters (gfp) ξW for the W± and
G± bosons, ξZ for the Z0 and G0 bosons and ξγ for the photon γ. Gauge-fixing is implemented
in the full electroweak Lagrangian in the form of the gauge-fixing Lagrangian [52]

LGF = −1

2

[
2FW+FW− + |FZ |2 + |Fγ |2

]
. (2.55)

The functional integral of the electroweak theory remains unchanged under a shear in field
configuration space that corresponds to the local gauge transformations [5]. In order to
compensate the effect of the unphysical degrees of freedom in the gauge-fixing Lagrangian,
the method developed by L. Faddeev and V. Popov [60] can be used. The introduction of the
Faddeev-Popov-Lagrangian via a variation of the gauge-fixing terms Fα in Eq. (2.54) with
respect to corresponding Grassmann fields θβ(x) (α, β ∈ {W±, Z, γ}),

LFP = ūα(x)
δFα
δθβ(x)

uβ(x) , (2.56)

enables the separation of the physical part of the functional integral from the one that remains
unchanged under gauge transformations [52]. Note that Einstein’s sum convention is used
in Eq. (2.56). This introduces so-called Faddeev-Popov ghost fields uW± , uZ and uγ to the
electroweak theory, with their own set of corresponding Feynman rules. These ghost particles
violate the spin-statistic theorem, since they are defined over scalar, yet anticommuting fields.
As such, they are considered to be unphysical particles, appearing only internally in loop
calculations. Nevertheless, the ghost particles are necessary to restore unitarity within the
theory, since they serve as negative degrees of freedom to ensure the cancellation of the
unphysical gauge-freedom of the vector fields [5].

2.8. Set of Independent Parameters

The discussions in the previous sections allow us to give the full set of independent parameters
of the CP-conserving 2HDM. It is most convenient to have such a set at hand when turning
from tree-level calculations to higher-order corrections, since it enables an efficient bookkeep-
ing of all parameters that need to be renormalized.

The full set of 2HDM parameters is given by the form of the potential in Eq. (2.7), together
with all free parameters of the Standard Model as well as the Yukawa couplings YΨ of Sec. 2.6.
Additionally, the minimum conditions in Eq. (2.12) can be exploited to replace m2

11 and m2
22

with the tadpole parameters, as shown in Eq. (2.14). This gives the full set of free parameters
in the gauge basis of the 2HDM:{

λ1, λ2, λ3, λ4, λ5, m12, T1, T2, v1, v2, g, g
′, YΨ

}
. (2.57)

While renormalizing the 2HDM in the gauge basis is in principle possible, it is more prac-
tical to transform the parameters to the mass basis. Doing so enables us to use as many
physical parameters (i.e. masses) as possible as input parameters. Additionally, we use the
alternative form of the potential, given in App. A, since it is this form of the potential that
is implemented in the FeynArts model file, which will be used later on for the calculation
of the decay amplitudes. Denoting with mΨ all fermion masses and with Th0 and TH0 the
tadpole parameters T1 and T2 in the mass basis, the full set of free 2HDM parameters in the
mass basis is given by:{

mh0 , mH0 , mA0 , mH± , α, β, Λ5, Th0 , TH0 , e, mW , mZ , mΨ

}
. (2.58)



CHAPTER 3

Partial Decay Widths of One-to-Two Processes at Next-to-Leading Order

If we wish to make theoretical predictions of observables at the LHC, we have to find a way
to connect the results of calculations of a field theory, e.g. decay amplitudes, with observables
at a collider, i.e. partial decay widths. In the following, this connection shall be presented in
a generic way, so that it can be applied to all decay processes that were considered within
the scope of this thesis. The generic formula for calculating the partial decay width can be
generalized from leading-order to next-to-leading order without dealing with renormalization
first. Therefore, we want to present this generic result in this chapter and postpone the
renormalization of the 2HDM to Chapter 4.

3.1. Kinematics of Decay Processes at Leading-Order

Consider a generic decay process of one initial particle f1 into two final states f2 and f3,
with their four-momenta and masses being pi and mi (i = 1, 2, 3), respectively, as depicted
in Fig. 3.1. The four-momentum conservation holds, so that we have

p1 = p2 + p3 . (3.1)

Additionally, we consider the decay process to be on-shell, so that p2
i = m2

i holds.

At leading-order (LO), the decay amplitude for the process f1 −→ f2 f3,

iALO
f1f2f3 := iALO (f1 −→ f2 f3) , (3.2)

is obtained by applying the Feynman rules for the three-particle vertex, taking into account
the respective Lorentz or spinor structure of the decay. It is common practice to drop a global
factor of i in the amplitude, so that here and in the following, ALO

f1f2f3 will stand for the LO
amplitude reduced by a factor of i, as it would be generated by FeynArts when using the
default configuration.

The complex-valued decay amplitude delivers the absolute square,
∣∣ALO

f1f2f3

∣∣2, which, in the
center-of-mass frame, is proportional to the differential cross-section [5], and thus a necessary
ingredient for the calculation of the decay probability. If the external particles allow for
additional degrees of freedom, e.g. spins for fermions or polarizations for vector bosons, which
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f1

p1

p2

f2

p3

f3

Figure 3.1.: Generic one-to-two decay. Feynman diagram of a generic decay of one initial
particle f1 into two final states f2, f3, with masses mi and four-momenta pi (i = 1, 2, 3),
respectively. The arrows indicate the flow of momentum.

are neither prepared in the initial nor observed in the final state in an experiment, we have
to average over all initial and sum over all final degrees of freedom. Additionally, if particles
in the final state are indistinguishable, a statistical factor S has to be taken into account
(e.g. S = 1/n! · 1/m! for n photons and m neutral Higgs bosons h0 in the final state) [61]. For
this, we will use the short-hand notation

S
∑
d.o.f.

∣∣ALO
f1f2f3

∣∣2 . (3.3)

The partial decay width of the process is connected to the decay amplitude by an integration
over the two-body Lorentz-invariant phase space [5]∫

dΠ2 =
∏

f=f2,f3

∫
d3pf
(2π)3

1

2Ef
(2π)4 δ(4) (p1 − p2 − p3) , (3.4)

with Ef being the energy of the final particle f ∈ {f2, f3}. For all decay processes considered
in this thesis, the integrand, Eq. (3.3), is independent of the four-momenta pi after applying
all polarization or spin sums and assuming on-shell external particles. Therefore, the Lorentz-
invariant phase space can be integrated out,∫

dΠ2 =

∫
dΩ

1

16π2

|~p1|
m1

≡ 1

8πm2
1

λ
(
m2

1,m
2
2,m

2
3

)
,

(3.5)

where we introduced the Källén phase space function

λ (x, y, z) :=
√
x2 + y2 + z2 − 2xy − 2xz − 2yz . (3.6)

The partial decay width for the process f1 −→ f2 f3 is given by the integration of the
squared amplitude, Eq. (3.3), over the two-body Lorentz-invariant phase space [5]:

ΓLO
f1f2f3 =

1

2m1

∫
dΠ2 S

∑
d.o.f.

∣∣ALO
f1f2f3

∣∣2
= S

λ
(
m2

1,m
2
2,m

2
3

)
16πm3

1

∑
d.o.f.

∣∣ALO
f1f2f3

∣∣2 .

(3.7)
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Figure 3.2.: NLO virtual contributions to a generic one-to-two decay. Generic
diagrams contributing to the NLO corrections ANLO

f1f2f3 : virtual vertex corrections AVC
f1f2f3 , the

counterterm ACT
f1f2f3 and external leg corrections Aleg,i

f1f2f3
(i = 1, 2, 3).

3.2. Partial Decay Width at Next-to-Leading Order

At next-to-leading order (NLO) the LO decay amplitude receives additional one-loop contri-
butions as depicted in Fig. 3.2. These are the sum of all virtual vertex corrections AVC

f1f2f3 ,

the vertex counterterm ACT
f1f2f3 and virtual external leg corrections Aleg,i

f1f2f3
that contribute at

the one-loop level,

A1loop
f1f2f3

:= AVC
f1f2f3 +ACT

f1f2f3 +
∑
i

Aleg,i
f1f2f3

. (3.8)

Although the corrections of the external legs have to be considered in general, these con-
tributions will vanish in all three processes that are considered in this thesis, either due to
the on-shell renormalization conditions as presented in Sec. 4.3 or due to Ward and Slavnov-
Taylor identities. This will be investigated in more detail in the following sections, as soon
as we consider specific processes. In general, the full NLO amplitude to the generic decay
process f1 −→ f2 f3 reads

ANLO
f1f2f3 := ALO

f1f2f3 +A1loop
f1f2f3

. (3.9)

In order to calculate the partial decay width at NLO, the absolute square of Eq. (3.9) has
to be taken. Doing so generates NLO contributions of order O

(
α2
)
, where the fine-structure

constant α is the coupling in which the perturbative expansion is performed. Additionally,
the absolute square of the NLO amplitude contains next-to-next-to-leading order (NNLO)
terms ONNLO which are above the order O

(
α2
)
. These terms will be neglected at NLO,

∣∣ANLO
f1f2f3

∣∣2 =
∣∣ALO

f1f2f3

∣∣2 +
[
ALO
f1f2f3

(
A1loop
f1f2f3

)∗
+
(
ALO
f1f2f3

)∗A1loop
f1f2f3

]
+ONNLO

≈
∣∣ALO

f1f2f3

∣∣2 + 2 Re
[(
ALO
f1f2f3

)∗A1loop
f1f2f3

]
,

(3.10)
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so that the squared NLO amplitude consists solely of the squared LO amplitude and the
interference term between the LO and NLO amplitude. For the calculation of the partial
decay width, the sum and average over all degrees of freedom has to be taken,

S
∑
d.o.f.

∣∣ANLO
f1f2f3

∣∣2 , (3.11)

which is the NLO equivalent of Eq. (3.3), with the same statistical factor S to account for
indistinguishable particles in the final state. If it turns out that Eq. (3.11) is independent of all
momenta pi after integrating out all degrees of freedom and applying the on-shell conditions,
as it is the case for all processes considered in this thesis, then Eq. (3.7) can be directly
generalized to the one-loop level, giving the NLO partial decay width

ΓNLO
f1f2f3 =

1

2m1

∫
dΠ2 S

∑
d.o.f.

∣∣ANLO
f1f2f3

∣∣2
= S

λ
(
m2

1,m
2
2,m

2
3

)
16πm3

1

∑
d.o.f.

( ∣∣ALO
f1f2f3

∣∣2 + 2 Re
[(
ALO
f1f2f3

)∗A1loop
f1f2f3

])

= ΓLO
f1f2f3 + S

λ
(
m2

1,m
2
2,m

2
3

)
16πm3

1

∑
d.o.f.

2 Re
[(
ALO
f1f2f3

)∗A1loop
f1f2f3

]
.

(3.12)

In case that some of the external particles are charged, the NLO amplitude ANLO
f1f2f3 will in

general contain infrared divergences which stem from internal photon propagators. Since the
photon is a massless particle, its propagator develops a pole at vanishing loop momentum.
These infrared divergences have to be regularized and incoherently summed with additional
real corrections in the form of soft photons in such a way that it is consistent with the NLO
of the squared amplitude. This procedure will be illustrated in Sec. 5.3, when dealing with a
2HDM-specific process that contains external charged particles.

In general, this incoherent sum leads to a modification of the observable partial decay width
in the form

ΓNLO
f1f2f3 −→ ΓNLO

f1f2f3 + Γreal
f1f2f3 , (3.13)

where Γreal
f1f2f3 is the additional contribution to the NLO partial decay width due to real

corrections, necessary for the cancellation of all IR divergences.



CHAPTER 4

Renormalization of the Two-Higgs-Doublet Model

It is a general feature of quantum field theories to contain divergent amplitudes as soon as
higher order corrections are taken into account. Without proper treatment, these divergences
manifest themselves at the worst possible place of the theory, namely in the calculated results
of scattering amplitudes or decay widths. Since any physical quantity should be free of
singularities, the powerful tool of renormalization has to be used to make sense of the divergent
results, leading to finite observables in a self-consistent way.

4.1. Divergences in Classical and Quantum Field Theories

Before presenting the renormalization program for the 2HDM, we want to give a brief histor-
ical overview of the appearance of divergences which persist in physical theories since the late
19th century. Applying classical electrodynamics to a point particle, e.g. an electron, allows
for the calculation of its classical electromagnetic mass in natural units,

mclass
e =

e2

4πre
, (4.1)

with the classical electron radius re [62]. Although classical electrodynamics is a consistent
theory explaining many different phenomena, it is obvious that the theory has its flaws if the
electron is considered as a point particle. As such, the electron radius vanishes, leading to
a divergence in Eq. (4.1), although the electron mass at the left-hand side of the equation
remains a finite, observable parameter.

With the development of quantum electrodynamics (QED), this problem was partly solved
by giving the classical theory a new interpretation. Within QED, the electron is consistently
treated as a point particle [63] with a bare electric charge e0. Due to higher-order corrections,
the vacuum around the electron gets polarized. This leads to the creation of electric dipoles
that align along the electric field that is induced by the bare charge, as it is shown in Fig. 4.1.
What is observed by an experiment is not the bare charge, which would be infinite due to
the electron being a point particle, but rather the charge cloud around the bare charge that
is induced by vacuum polarization. This way, the electron is given an effective, classical
radius and an effective, finite charge. Increasing the momentum in scattering experiments is,
through Heisenberg’s uncertainty principle, equivalent to resolving the electron at a smaller
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Figure 4.1.: Screening of the electron charge. The infinite bare charge e0 of the point-
like electron is screened by vacuum polarization contributions due to higher-order corrections
in QED, depicted as one-loop bubble diagrams. Increasing the scattering momentum q′ > q
enables the penetration of the charge cloud, leading to the measurement of a higher electric
charge

∣∣e′∣∣ > |e|. The dependence of the electric charge on the scattering momentum is called
the running of the coupling constant.

length scale. Doing so enables us to penetrate the charge cloud around the bare electric
charge, which leads to a measurable increase in the physical electric charge. In QED, this
phenomenon is called the running coupling constant of the theory [5].

While QED enables us to give sense to the divergences appearing in classical electrodynamics,
the theory itself is not free of divergences, either. In fact, divergences are omnipresent in
quantum field theories, showing up in most higher-order corrections to physical observables.
Consider the following integral that has to be solved in a quantum field theory, like QED, at
the one-loop level: ∫

d4l

(2π)4

1

l2
. (4.2)

If we naively try to solve the integral, we realize that it diverges as soon as the loop momen-
tum l goes towards infinity. Since this divergence appears in the region of high momentum,
or equivalently, high frequency, the integral contains a so-called ultraviolet (UV) divergence,
referencing to the famous ultraviolet Rayleigh–Jeans paradox appearing in the classical treat-
ment of blackbody radiation [64]. The integral in Eq. (4.2) contains an additional divergence
in the region of integration where l → 0. Since this region corresponds to low momenta or
low frequency, it is called an infrared (IR) divergence. The IR and UV divergences are of a
very different nature within quantum field theories and have to be treated separately from
each other. In this chapter, we focus on the treatment of UV divergences, while in Sec. 5.3,
the nature and cancellation of IR divergences is discussed.

In a sense, the problem of divergence was not solved by QED, but it was rather shifted from
the classical to a more fundamental theory. Although many physicists, most prominently
Paul Dirac, openly criticized the treatment of divergences in QED [65], it was pointed out
by Freeman Dyson [66] that UV divergences are of a very basic nature in a quantum field
theory and as such, their appearance is inevitable. To some extent, the existence of these
divergences is a result of our lack of a more fundamental theory that would enable us to
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describe physics at the smallest length scales in a non-continuous way [4]. Nevertheless,
quantum field theories led to successful theoretical predictions, and especially QED counts as
one of the most stringently tested physical theories to date [67–69].

4.2. Regularization and Renormalization

As we have seen in the previous section, the appearance of divergences is in general inevitable
for higher-order calculations in quantum field theories. In order to still calculate sensible
predictions out of these theories, we must find a way to eliminate the divergences in a mathe-
matically well-defined and self-consistent way. To that end, it is first necessary to isolate the
divergences and make them explicit. This process is called regularization.

Considering again the typical loop integral in Eq. (4.2), it was already pointed out that
the divergence occurs in the region where the loop momentum goes to infinity. One way of
treating this UV divergence is to regularize the integral by adding an additional term,∫

d4l

(2π)4

1

l2

regularized

−−−−−−−−→
∫

d4l

(2π)4

[
1

l2
− 1

l2 − Λ2

]
, (4.3)

where Λ is an additional mass term that is arbitrarily high, yet finite. It is exactly this mass
term that serves as the regulator, and the divergence becomes explicit in the limit Λ→∞. In
the region of low loop momentum, this regularization method gives (l2−Λ2)−1 ≈ −Λ−2 ≈ 0,
so that the second term that was added in Eq. (4.3) vanishes again. In the region of high loop
momentum however, this gives (l2 − Λ2)−1 ≈ l−2, so that both terms cancel, thus leading to
a finite result of the integral. This procedure is called Pauli-Villars regularization [70], and it
leads in fact to the proper isolation of all UV divergences in some theories. However, due to
the introduction of the artificial high mass Λ, the Pauli-Villars regularization breaks gauge
covariance [5], and can therefore not be used in all theories.

Another method of isolating the UV divergences is the so-called cutoff regularization, where
the integrals are evaluated only up to an upper bound lmax in the loop momentum. In this
case, the chosen upper bound is the regulator, and the divergence becomes explicit in the
form of terms that diverge when taking the limit lmax →∞. This form of regularization has
the side effect of breaking translational invariance in the loop integrals, which renders their
calculation more complicated. Due to this, the method is not widely used. However, it still
leads to a correct cancellation of all UV divergences if applied consistently [71].

Among the most commonly used schemes today is dimensional regularization [72]. If the
integration over the loop momentum in integrals like Eq. (4.2) is not performed in physical
four space-time dimensions, but instead in D = 4 − 2ε dimensions (with ε being arbitrarily
small), then it turns out that the integrals become well-defined and may be formally solved,
without running into immediate singularities. In this scheme, the dimensional shift ε serves
as the regulator. The UV divergence becomes explicit in the limit of ε → 0 due to the
appearance of the term

∆ =
1

ε
− γE + ln(4π) (4.4)

in the solution of the integral, where γE stands for the Euler-Mascheroni constant. Dimen-
sional regularization preserves gauge covariance, unitarity and allows for shifts in the loop
momentum [73], therefore avoiding the problems of the other regularization schemes above.
If the integral contains a spinor structure, the momentum shift leads to a change of the Dirac
algebra, which has to be applied consistently [5]. The only subtlety one has to be aware of
is the case in which the integrand contains the Dirac matrix γ5. Since this matrix cannot be
converted trivially from four to D dimensions [74], it is possible to run into axial anomalies
that have to be treated appropriately [75,76].
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As soon as all divergences are regulated, they have to be cancelled against each other in a
consistent way in order to obtain a finite result. This procedure is called renormalization of
the field theory. The main idea of renormalization is that each parameter of the field theory
is to be considered a bare parameter that has to be fixed order-by-order by experimental data
to render the field theory calculations finite.

In practice, this means that each of the n free bare parameters ρi,0 (i = 1, ..., n) of a renor-
malizable field theory is split up into n renormalized parameters ρi and n counterterms δρi
according to

ρi,0 = ρi + δρi . (4.5)

Both the bare parameters as well as the counterterms are considered infnite, while the renor-
malized parameter is finite. After splitting up all n free parameters, n renormalization condi-
tions have to be applied. It is exactly the demand that the renormalization conditions hold,
that leads to the cancellation of all divergent terms, giving a finite result [5].

Consistently applying this procedure to a renormalizable field theory will render all S matrix
calculations finite, to every order of perturbation theory, separately [5]. In addition to the
free parameters, the k different bare fields φj,0 (j = 1, ..., k) can be renormalized by a similiar
procedure. Using the factorization

φj,0 =
√
Zφjφj ≈

(
1 +

δZφj
2

)
φj , (4.6)

the bare fields are multiplicatively split up into physical fields φj and the field strength

renormalization constants
√
Zφj . On the right-hand side of Eq. (4.6), we expanded

√
Zφj

around unity up to NLO, introducing the NLO counterterms δZφj . Fixing these counterterms
by k renormalization conditions leads to the cancellation of all UV divergences in the fields,
as well [5].

Before turning to the renormalization conditions, it should be noted that the procedure for
cancelling all UV divergences as described above can only be applied for renormalizable field
theories1. If the theory is unrenormalizable, an infinite number of counterterms would be
needed in order to render the calculations finite [77]. However, it has been shown that QED,
based on the gauge group U(1)em, is renormalizable [78], and so is the Standard Model of
particle physics, based on the gauge group SU(3)C × SU(2)L ×U(1)Y [73]. Since the 2HDM
differs from the SM only in the scalar potential, where all additional terms are renormalizable,
the 2HDM is renormalizable, as well [79].

4.3. On-Shell Renormalization

In order to consistently remove the UV divergences from the field theory, it is not enough
to regularize them. The second step necessary for achieving a field theory with finite predic-
tions and calculations is the specification of a renormalization program of the field theory.
Within the scope of this thesis, we adopt the so-called on-shell (OS) renormalization of
the 2HDM. The name of the renormalization scheme refers to the particles of the theory
being on their mass-shell, i.e. the particles are considered to be physical in the sense that
they obey Einstein’s energy-momentum relation, which describes hyperbolas (the “shells”) in
momentum-space [80]. The OS renormalization scheme can be applied throughout almost all
sectors of the 2HDM. Therefore, a general description of the scheme is given in this section
and the application of it to the scalar, fermion and gauge boson sectors is explicitly stated in
the following sections.

1Strictly speaking, the procedure can be applied to unrenormalizable field theories as well. However, in such
theories the number of counterterms needed for the cancellation of all divergences increases order-by-order.
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iΣ(p2) := 1PI = + + . . .

Figure 4.2.: Definition of the one-particle irreducible self-energy. The 1PI self-energy
iΣ(p2) consists of all self-energy diagrams that cannot be split into two distinct diagrams
by cutting a single internal line. While iΣ(p2) contains contributions from all orders of
perturbation theory, the two diagrams shown are the only relevant diagrams at the one-loop
level for our toy theory with only one scalar particle.

In order to illustrate the OS renormalization scheme, we consider a simple field theory with
only one spin 0 particle with bare mass m0, represented by the bare scalar field φ0. The
motion of the particle through space-time can be described by the so-called bare propagator
G0(p2) of the particle in momentum space p, which corresponds to the causal Green’s function
of the equations of motion of the scalar field. In that sense, the propagator represents the
probability of the particle to move from one point in space-time to another [5]. If we denote
by |Ω〉 the vacuum state of the scalar field theory and T the time-ordering operator, then the
bare propagator is given as the integral over all space-time configurations x,

G0(p2) =

∫
d4x 〈Ω|Tφ0(x)φ∗0(0) |Ω〉

=
√
Zφ
∗
∫
d4x 〈Ω|Tφ(x)φ∗(0) |Ω〉

√
Zφ

≡
√
Zφ
∗
Ĝ(p2)

√
Zφ .

(4.7)

In the second line, the field strength renormalization constants according to Eq. (4.6) have
been inserted and as a consequence, in the third line, the renormalized propagator Ĝ(p2)
has been introduced. In order to distinguish physical from bare quantities, renormalized
quantities are indicated with the hat symbol ̂ in this section.

On the other hand, the bare propagator can be described by the two-point function. In the
language of Feynman diagrams, this can be identified as the all-order self-energy contributions
of the scalar particle φ. We denote with iΣ the sum of all truncated one-particle irreducible
(1PI) self-energy diagrams depicted in Fig. 4.2, i.e. diagrams that cannot be separated into
two distinct diagrams by a simple cut of one internal line2 [5]. With this definition, the full
bare propagator, to all orders of perturbation theory, is expressed through a geometric series
by3

G0(p2) = + 1PI + 1PI 1PI + ...

=
i

p2 −m2
0

+
i

p2 −m2
0

iΣ(p2)
i

p2 −m2
0

+
i

p2 −m2
0

(
iΣ(p2)

i

p2 −m2
0

)2

+ ...

=
i

p2 −m2
0

[
1 +
−Σ(p2)

p2 −m2
0

+

( −Σ(p2)

p2 −m2
0

)2

+ ...

]
=

i

p2 −m2
0 + Σ(p2)

.

(4.8)

2This definition is not completely accurate: tadpole diagrams, which could be separated into two distinct
diagrams by a single cut, are part of 1PI topologies, as well [5]. However, in most cases they are removed
through an appropriate renormalization condition, as explained in Sec. 4.4. Therefore, it is convenient to
exclude them from the 1PI self-energies from the start.

3Throughout this thesis, the necessary contour-shifting parameter +iε is not explicitly stated in the denominator
of the propagator, since it does not contribute to the derivation of the renormalization program.
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The bare propagator still contains the bare mass squared m2
0, which, according to Eq. (4.5),

has to be split up into the physical mass squared m2 and a mass counterterm δm2. With
this modification in mind, the full renormalized propagator is obtained in a compact form by
inserting Eq. (4.8) into Eq. (4.7) and solving for Ĝ(p2):

Ĝ(p2) =
i√

Zφ
∗
[
p2 −m2 + Σ(p2)− δm2

]√
Zφ

≈ i

p2 −m2 + Σ̂(p2)
.

(4.9)

In the second line, we inserted the expansion of Eq. (4.6) for the field strength renormalization
constants and combined all quantities into the renormalized self-energy Σ̂(p2). Within the
scope of this thesis, we consider only NLO corrections at the one-loop level. Therefore, terms
of order O(δ2) as well as interference terms of renormalization constants and the 1PI self-
energy (that is at the one-loop level by itself) have to be neglected. This fixes the renormalized
self-energy to be of the form

Σ̂(p2) = Σ(p2)− δm2 +
δZ∗φ

2
(p2 −m2) + (p2 −m2)

δZφ
2

. (4.10)

With this compact result at hand, the inverse of the renormalized propagator, called the two-
point correlation function of the scalar particle, is directly given by (the minus sign follows
from the normalization of the propagator):

Γ̂(p2) = −Ĝ−1(p2) = i
[
p2 −m2 + Σ̂(p2)

]
≈ i(p2 −m2)

1 +
∂Σ̂(p2)

∂p2

∣∣∣∣∣
p2=m2

 ≡ i(p2 −m2)(−i) ∂Γ̂(p2)

∂p2

∣∣∣∣∣
p2=m2

.
(4.11)

The second line is an expansion of the correlation function around its root, corresponding to
an expansion around the pole of the propagator at the on-shell value p2 = m2.

Up until now, we considered a toy theory with a single scalar field. The 2HDM, on the
other hand, offers an extended scalar sector with eight scalar fields that are paired into the
doublets of Eqs. (2.24) – (2.26). The scalar particles within each doublet have the same
quantum numbers and thus, they can mix at the one-loop level. In order to account for
this mixing, the structure of the field strength renormalization constant in Eq. (4.6) has to be
adjusted to the doublet structure of the fields. To keep the notation generic, we denote with φ1

and φ2 two scalar particles of the same doublet. For these, the field strength renormalization
constant is in general a matrix

√
Zφ ∈ C2×2, which multiplicatively separates the bare field

doublet from the renormalized one:φ1

φ2


0

=
√
Zφ

φ1

φ2

 ≈ (12×2 +
δZφ

2

)φ1

φ2

 . (4.12)

The NLO expansion involves the 2×2 matrix δZφ, which has four distinct field renormalization
constants as its entries:

δZφ
2

=


δZφ1φ1

2

δZφ1φ2
2

δZφ2φ1
2

δZφ2φ2
2

 . (4.13)
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At NLO, it is sufficient to consider the real matrix δZφ ∈ R2×2 as the most general form of
the field strength renormalization. Each scalar doublet of the 2HDM contains four distinct
renormalization constants δZφiφj (i, j = 1, 2), which have to be fixed by four renormalization
conditions.

It is straightforward to generalize the two-point correlation function of Eq. (4.11) to account
for the matrix structure of the fields:

Γ̂φ(p2) :=

Γ̂φ1φ1(p2) Γ̂φ1φ2(p2)

Γ̂φ1φ2(p2) Γ̂φ2φ2(p2)


= i
√
Zφ
†
[
p2
12×2 −D2

φ + Σφ(p2)− δD2
φ

]√
Zφ ≈ i

[
p2
12×2 −D2

φ + Σ̂φ(p2)

]
,

(4.14)

where the diagonal mass matrices D2
φ are given in Eq. (2.27). The expansion of the correlation

function around its root in the second line of Eq. (4.11) is generalized to the matrix structure,
as well:

Γ̂φ(p2) ≈ i
(
p2
12×2 −D2

φ

)12×2 +
∂Σ̂φ(p2)

∂p2

∣∣∣∣∣
p2=m2

φ


≡ i
(
p2
12×2 −D2

φ

)
(−i) ∂Γ̂φ(p2)

∂p2

∣∣∣∣∣
p2=m2

φ

.

(4.15)

Note that the two-point correlation function in Eq. (4.14) is explicitly symmetric. The matrix
form of the renormalized self-energy in Eq. (4.14) is given by

Σ̂φ(p2) :=

Σ̂φ1φ1(p2) Σ̂φ1φ2(p2)

Σ̂φ2φ1(p2) Σ̂φ2φ2(p2)


= Σφ(p2)− δD2

φ +
δZ†φ

2

(
p2
12×2 −D2

φ

)
+
(
p2
12×2 −D2

φ

) δZφ
2

,

(4.16)

where δD2
φ is a symmetric 2×2 matrix whose specific form is determined in Sec. 4.4 and Σφ is

a symmetric 2×2 matrix containing the 1PI self-energies of the scalar doublet (φ1, φ2). Since
the two-point correlation function is now a matrix, the propagator is obtained by inverting
the negative of the matrix structure:

Ĝφ(p2) = −Γ̂−1
φ (p2) =

i

(−i) det
(

Γ̂φ(p2)
)
 Γ̂φ2φ2(p2) −Γ̂φ1φ2(p2)

−Γ̂φ1φ2(p2) Γ̂φ1φ1(p2)

 , (4.17)

with the determinant of the two-point correlation function given by

(−i) det
(

Γ̂φ(p2)
)

= −i
[
Γ̂φ1φ1(p2)Γ̂φ2φ2(p2)−

(
Γ̂φ1φ2(p2)

)2
]
. (4.18)

After splitting up all fields and masses into physical parameters and counterterms and ex-
pressing the two-point correlation function and the propagator in terms of these quantities,
the last necessary step for a successful renormalization is to fix the counterterms with a set
of renormalization conditions. In the OS scheme, the mass parameters are fixed through the
fact that the physical masses of particles are the poles in their correlation functions, which
directly follows from the Källén–Lehmann spectral representation of the field theory [5,81,82].
For the 2HDM, these OS renormalization conditions can be formulated as follows:



28 4. Renormalization of the Two-Higgs-Doublet Model

1) Mixing of fields: The mixing of fields of particles with the same quantum numbers
vanishes at p2 = m2

φj
(j = 1, 2).

2) Physical mass: The mass parameters mφj (j = 1, 2) are defined as being the real

parts of the poles of the renormalized propagator Ĝφ(p2).

3) Field normalization: The physical fields φj (j = 1, 2) are properly normalized through
fixing the residue of the propagator at its pole to i.

The first of the three conditions can be applied to the explicit form of the propagator in
Eq. (4.17), which translates to the following two conditions for the off-diagonal two-point
correlation functions:

Re
[
(−i)Γ̂φ1φ2(m2

φ1)
]

= Re
[
(−i)Γ̂φ1φ2(m2

φ2)
]

!
= 0 (4.19)

(4.14)⇐⇒ Re
[
Σ̂φ1φ2(m2

φ1)
]

= Re
[
Σ̂φ1φ2(m2

φ2)
]

= 0 . (4.20)

The second renormalization condition is equivalent to the vanishing of the real part4 of the
determinant in Eq. (4.18) on the mass shell, which, together with Eq. (4.19), delivers the
following two conditions for the diagonal parts of the renormalized self-energies:

Re
[
(−i)Γ̂φ1φ1(m2

φ1)
]

= Re
[
(−i)Γ̂φ2φ2(m2

φ2)
]

!
= 0 (4.21)

⇐⇒ Re
[
Σ̂φ1φ1(m2

φ1)
]

= Re
[
Σ̂φ2φ2(m2

φ2)
]

= 0 . (4.22)

The effect of the third renormalization condition is best observed by considering the residue
of the two-point correlation function in Eq. (4.15), where the proper field normalization,
equivalent to the residue being equal to i, leads to the following two conditions:

Re

(−i) ∂Γ̂φ1φ1(p2)

∂p2

∣∣∣∣∣
p2=m2

φ1

 = Re

(−i) ∂Γ̂φ2φ2(p2)

∂p2

∣∣∣∣∣
p2=m2

φ2

 !
= 1 (4.23)

⇐⇒ Re

 ∂Σ̂φ1φ1(p2)

∂p2

∣∣∣∣∣
p2=m2

φ1

 = Re

 ∂Σ̂φ2φ2(p2)

∂p2

∣∣∣∣∣
p2=m2

φ2

 = 0 . (4.24)

The two renormalization conditions in Eq. (4.22) can be used to fix the diagonal elements of
the counterterm δD2

φ:

Re
[
δD2

φ1φ1

]
= Re

[
Σφ1φ1(m2

φ1)
]
, (4.25)

Re
[
δD2

φ2φ2

]
= Re

[
Σφ2φ2(m2

φ2)
]
. (4.26)

The four independent conditions in Eqs. (4.20) and (4.24) are used to obtain explicit expres-
sions for the four field strength renormalization constants δZφiφj by inserting Eq. (4.16):

4The imaginary part accounts for the finite width of the particles [5], which is of no interest in the scope of this
thesis. A detailed analysis can be found e.g. in [83].
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δZφ1φ1 = −Re

[
∂Σφ1φ1(p2)

∂p2

]
p2=m2

φ1

, (4.27)

δZφ1φ2 =
2

m2
φ1
−m2

φ2

Re
[
Σφ1φ2(m2

φ2)− δD2
φ1φ2

]
, (4.28)

δZφ2φ1 =
2

m2
φ2
−m2

φ1

Re
[
Σφ1φ2(m2

φ1)− δD2
φ1φ2

]
, (4.29)

δZφ2φ2 = −Re

[
∂Σφ2φ2(p2)

∂p2

]
p2=m2

φ2

. (4.30)

While we use the conditions in Eq. (4.22) to explicitly fix δDφ1φ1 and δDφ2φ2 , so far we did not
elaborate what these counterterms actually mean. Since δD2

φ is a direct generalization of the
mass counterterm introduced in the sense of Eq. (4.5), it is expected that the diagonal parts
of δD2

φ appear as the counterterms of the physical masses, as well. However, the meaning

of the off-diagonal parts of δD2
φ is far from clear. It turns out that the exact form of δD2

φ

depends on the treatment of the renormalization program of the tadpoles, which is elaborated
in the next section.

The renormalization of fermion and gauge boson fields is achieved in an analogous way as
for the scalar fields presented in this section. In many cases, the expressions for the field
strength renormalization constants is formally the same as in Eqs. (4.25) – (4.30), apart from
slight modifications that account for the different Lorentz structure of the fermions or gauge
bosons. In Sec. 4.5 and Sec. 4.6, we will take a look at the gauge boson and fermion sector,
respectively.

4.4. Tadpole Renormalization

In order to derive counterterms of physical observables that are manifestly gauge-independent,
it is crucial to treat the renormalization of tadpole contributions at higher orders properly.
To this end, the tadpole terms in Eq. (2.12) that are linear in the fields ρ1 and ρ2 in the
tree-level potential are considered as bare parameters T1,0 and T2,0. At NLO, they receive a
shift that corresponds to the change of the vacuum state of the potential through electroweak
corrections. While such a shift by itself is not problematic and may take an arbitrary value,
it is most convenient to renormalize the tadpoles in such a way that the vacuum expectation
values represent the same minimum as at tree level. This can be achieved by applying
a renormalization condition in the form that the one-loop renormalized one-point function
vanishes again:

iT̂1 = iT1 − iδT1
!

= 0 , iT̂2 = iT2 − iδT2
!

= 0 . (4.31)

The terms iT1 and iT2 represent the sum of all one-loop tadpole contributions to the fields
ρ1 and ρ2 in the gauge basis. The application of the renormalization condition fixes the
counterterms to

δT1 = T1 , δT2 = T2 . (4.32)

In Fig. 4.3 (a), this renormalization condition is stated pictorially for the fields in the gauge
basis. Since we perform all calculations in the mass basis, it is convenient to transform the
tadpole parameters according to the inverse of Eq. (2.24):δT1

δT2

 =

cα −sα

sα cα

δTH0

δTh0

 =

cαδTH0 − sαδTh0

sαδTH0 + cαδTh0

 . (4.33)
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(a)

iT1/2

−

iδT1/2

= 0 ⇐⇒

(b)

iTH0/h0

−

iδTH0/h0

= 0

Figure 4.3.: Renormalization condition for the tadpoles. The tadpoles are renor-
malized such that the tadpole counterterms iδT precisely cancel against all one-loop tadpole
contributions iT (depicted by a gray blob) in the (a) gauge and (b) mass basis.

The renormalization conditions in Eq. (4.32) are transformed to the mass basis accordingly,
where the tadpole terms iTH0 and iTh0 represent the tadpole diagrams of the physical Higgs
fields H0 and h0. In the mass basis, the renormalization condition is shown in Fig. 4.3 (b).

The renormalization conditions depicted in Fig. 4.3, namely that the proper vacuum expecta-
tion values v1 and v2 represent the true minimum states of the potential, are gauge-invariant
to all orders of perturbation theory [84]. Therefore, the counterterms of physical quantities
that are fixed through these conditions would be expected to be gauge-independent. The
question, however, is what the proper vevs of the potential actually are. There are two dis-
tinct approaches to solve this problem, which lead to two distinct ways of renormalization
of the tadpoles. These schemes, and their differences, shall be explored in the next two
subsections.

4.4.1. Standard Tadpole Scheme

The first possibility of treating the tadpoles can be found in a variety of literature for the SM
(e.g. [52]) and for the 2HDM (e.g. [56,85]), therefore, we refer to this as the standard tadpole
scheme. In order to keep the discussion clear, we limit ourselves to the scalar sector.

The bare mass of every particle of the 2HDM is split up into a physical mass and a countert-
erm, as presented generically in Eq. (4.5). The vacuum expectation values v1 and v2 (and,
through Eq. (2.28), consequently v) are fixed at the one-loop level such that their values in
the tree-level mass relations for the scalars in Eqs. (2.29) – (2.34) lead to the proper physical
masses of the particles at the one-loop level. Therefore, the shift from the bare parameter to
the physical one-loop value is fully contained inside the mass counterterms.

For the scalar particles of the 2HDM, there is an additional subtlety that has to be taken
into account in order to derive the correct form of the mass counterterms in this scheme. The
form of the mass matrices in Eqs. (2.16) – (2.18) reveals that the tadpole parameters appear
explicitly in the diagonalized mass matrices for all three scalar doublets φ,

D2
φ,0 =

m2
φ1,0 0

0 m2
φ2,0

+RTϕ

T1,0

v1
0

0
T2,0

v2

Rϕ (4.34)

where ϕ = α for the CP-even or ϕ = β for the CP-odd and charged doublets, respectively. At
NLO, the bare masses and tadpole parameters are replaced by their physical values together
with their respective counterterms. Taking into account our renormalization condition for
the tadpole parameters in Eq. (4.32), this generates a counterterm for the mass matrix,
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δD2
φ ≈

δm2
φ1 0

0 δm2
φ2

+RTϕ

δT1

v1
0

0
δT2

v2

Rϕ ≡

δm2
φ1 0

0 δm2
φ2

+

δTφ1φ1 δTφ1φ2

δTφ1φ2 δTφ2φ2

 ,

(4.35)

where we neglected all terms of order O(δϕδTi) (i = 1, 2), since they contribute only from the
two-loop order onwards. Note that the mass matrix counterterm in Eq. (4.35) is symmetric
and consequently, δTφ1φ2 = δTφ2φ1 holds. The explicit form of the second matrix depends on
the scalar doublet. After rotating the tadpole parameters from the gauge to the mass basis
with the help of Eq. (4.33), the tadpole counterterms explicitly read:

δTH0H0 =
c3
αsβ + s3

αcβ
vsβcβ

δTH0 − s2αsβ−α
vs2β

δTh0 , (4.36)

δTH0h0 = −s2αsβ−α
vs2β

δTH0 +
s2αcβ−α
vs2β

δTh0 , (4.37)

δTh0h0 =
s2αcβ−α
vs2β

δTH0 − s3
αsβ − c3

αcβ
vsβcβ

δTh0 , (4.38)

δTG0G0 =
cβ−α
v

δTH0 +
sβ−α
v

δTh0 , (4.39)

δTG0A0 = −sβ−α
v

δTH0 +
cβ−α
v

δTh0 , (4.40)

δTA0A0 =
cαs3

β + sαc3
β

vsβcβ
δTH0 −

sαs3
β − cαc3

β

vsβcβ
δTh0 , (4.41)

δTG+G+ =
cβ−α
v

δTH0 +
sβ−α
v

δTh0 , (4.42)

δTG+H+ = −sβ−α
v

δTH0 +
cβ−α
v

δTh0 , (4.43)

δTH+H+ =
cαs3

β + sαc3
β

vsβcβ
δTH0 −

sαs3
β − cαc3

β

vsβcβ
δTh0 . (4.44)

Inserting Eq. (4.35) into our results given in Eqs. (4.25) – (4.30) gives the generic form of the
field strength renormalization constants and mass counterterms for the scalar sector:

δZφ1φ1 = −Re

[
∂Σφ1φ1(p2)

∂p2

]
p2=m2

φ1

, (4.45)

δZφ1φ2 =
2

m2
φ1
−m2

φ2

Re
[
Σφ1φ2(m2

φ2)− δTφ1φ2
]
, (4.46)

δZφ2φ1 =
2

m2
φ2
−m2

φ1

Re
[
Σφ1φ2(m2

φ1)− δTφ1φ2
]
, (4.47)

δZφ2φ2 = −Re

[
∂Σφ2φ2(p2)

∂p2

]
p2=m2

φ2

, (4.48)

δm2
φ1 = Re

[
Σφ1φ1(m2

φ1)− δTφ1φ1
]
, (4.49)

δm2
φ2 = Re

[
Σφ2φ2(m2

φ2)− δTφ2φ2
]
. (4.50)
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It is straightforward to generalize these formula to the fermion and gauge boson sector. There,
the tadpole counterterms disappear, since the tadpole terms are not part of the tree-level
mass relations. Additionally, the formulas are adjusted in order to account for the additional
degrees of freedom in the form of chirality for fermions and polarizations for vector bosons.

The standard tadpole scheme is a valid approach for the renormalization of the field theory,
since it leads to a successful cancellation of all UV divergences in the scattering amplitude.
However, the counterterms introduced in Eqs. (4.45) – (4.50) are in general gauge-dependent.
This, by itself, is not a problem of the theory, as long as in the end, all gauge-dependences
cancel against each other to deliver an overall gfp-independent amplitude.

This cancellation is normally ensured by the Becchi-Rouet-Stora-Tyutin (BRST) formalism
of the gauge theory [5, 86]. In the 2HDM however, it is possible to introduce additional
gauge-dependences in the angle counterterms, which spoil the overall gfp-independence of the
one-loop amplitude. Additionally, terms like Eqs. (4.49) and (4.50) serve as counterterms to
physical masses, i.e. observables, which are by definition gauge-invariant. As a consequence,
the unobservable bare mass becomes gauge-dependent, as well (cf. Eq. (4.5)). From a theo-
retical point of view, it would be more appealing if the bare mass, the physical mass and the
mass counterterm are gauge-independent, by themselves, since it would simplify the book-
keeping of all gauge-dependences in a one-loop amplitude. It turns out that these problems
are tightly connected to the treatment of the tadpoles, and by means of an alternative tadpole
treatment, these problems can be solved.

4.4.2. Alternative Tadpole Scheme

An alternative treatment of the tadpoles, the alternative tadpole scheme, is based on the work
of J. Fleischer and F. Jegerlehner [84]. Since their work is based on the Standard Model, and
the 2HDM provides an extended scalar sector, this alternative treatment shall be worked out
for the latter model in detail in the following.

The alternative tadpole scheme uses the same renormalization condition for the tadpoles,
depicted in Fig. 4.3. As it was already mentioned at the beginning of this section, this
renormalization condition is manifestly gauge-invariant to all orders of perturbation theory.
However, the counterterms that are defined by this condition, e.g. mass counterterms, are
gauge-independent if and only if the bare mass appearing in Eq. (4.5) is given the proper
value. Since all masses in the 2HDM are generated through the mechanism of electroweak
symmetry breaking, this proper value is determined by the proper vacuum expectation values
v1 and v2, which have to be determined order-by-order in perturbation theory [84]. To that
end, we consider a shift of the vevs when going from leading-order to the one-loop level5

v1 → v1 + δv1 , v2 → v2 + δv2 . (4.51)

The tadpole parameters in Eq. (2.12) explicitly depend on the vevs. Taking seriously that
the position of the minima is changed when turning from tree level to NLO, this leads to
shifts6 in the tadpole parameters T1 and T2, themselves. After the shifts have been performed
consistently in the parameters, the tree-level relations in Eq. (2.14) can be applied to eliminate

5For better readability, the shift from tree level to the one-loop level is indicated by a replacement rule in this
subsection instead of using subscripts as in Eq. (4.5). As a consequence, the parameters appearing after the
replacement rule are considered to be the physical parameters.

6We emphasize that the term “shift” strictly refers to the application of the shift of the vevs in Eq. (4.51) to
the parameters that we consider in the following, i.e. to the tadpole terms and masses of the 2HDM particles.
Hence, these shifts have to be differed from the counterterms of the parameters, which are considered later on
after having worked out all effects of the vev shifts.
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the redundant parameters m2
11 and m2

22 again from the parameter set. The vev shifts induce
the following shifts of the tadpole parameters at NLO:

T1 → T1 +

(
m2

12

v2

v1
+ λ1v

2
1

)
δv1 +

(
−m2

12 + λ345v1v2

)
δv2 ≡ T1 + δT1 , (4.52)

T2 → T2 +

(
−m2

12 + λ345v1v2

)
δv1 +

(
m2

12

v1

v2
+ λ2v

2
2

)
δv2 ≡ T2 + δT2 . (4.53)

On the right-hand side of both equations, we identified the shift of the tadpole parameters,
as induced by the shift of the vevs, with the counterterms δT1 and δT2 which are fixed
through the renormalization conditions stated in Eq. (4.32). The diagrammatic form of the
counterterms δT1 and δT2 is given by Fig. 4.3. In order to derive expressions for the vev
shifts δv1 and δv2, we compare the coefficients of the shifts in Eqs. (4.52) and (4.53) with the
elements of the CP-even mass matrix in Eq. (2.16), which reveals the following identity:δT1

δT2

 = M2
ρ

∣∣
Ti=0

δv1

δv2

 . (4.54)

Therefore, the tadpole shifts are diagonalized by the same matrix Rα in Eq. (2.22) that
diagonalizes the mass matrix of the CP-even fields ρ1 and ρ2, so that the vev shifts can be
expressed in the mass basis of the CP-even Higgs fields:

δvH0

δvh0

 =


δTH0

m2
H0

δTh0

m2
h0

 . (4.55)

By applying the renormalization condition depicted diagrammatically in Fig. 4.3, this shift
can be interpreted as an explicit appearance of a diagram containing the Higgs tadpole or,
equivalently, a connected tadpole diagram which contains not only the Higgs tadpole, but
additionally the Higgs propagator with zero momentum transfer,

δvhi =
−i
m2
hi

iδThi =
−i
m2
hi


hi

 =

 hi

 , (4.56)

where hi ∈ {H0, h0} stands for the physical Higgs particles. In order to consistently apply
the alternative tadpole scheme, the vev shifts introduced in Eq. (4.51) have to be applied to
all sectors of the 2HDM where the vacuum expectation values explicitly appear. Since the
calculation of the tadpole diagrams is usually performed in the mass basis, but the shift of
the vevs appear most conveniently in the gauge basis, it is useful to state the transformation
between the two basis. With the inverse of Eq. (2.24), we get:

δv1

δv2

 =


δTH0

m2
H0

cα −
δTh0

m2
h0

sα

δTH0

m2
H0

sα +
δTh0

m2
h0

cα

 . (4.57)
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The consequences of the alternative tadpole scheme are best observed by considering a specific
example. From that, we can generalize the result to the whole scalar sector and eventually,
to the complete Two-Higgs-Doublet Model.

Let us consider the NLO effects of the vev shifts on the mass matrix of the CP-odd doublet
in Eq. (2.17). Inserting the relations from Eqs. (4.51) – (4.53), this produces several terms in
each of the four entries of the mass matrix as a consequence of the shift:

M2
η → M2

η +

δT1

v1
0

0
δT2

v2

+

(
m2

12

v1v2
− λ5

) 2v2δv2 −v1δv2 − v2δv1

−v1δv2 − v2δv1 2v1δv1



− m2
12

v1v2

(
δv1

v1
+
δv2

v2

) v2
2 −v1v2

−v1v2 v2
1

−

T1δv1

v2
1

0

0
T2δv2

v2
2

 .

(4.58)

In order to determine the effect of the vev shifts on the physical mass matrix of the CP-odd
sector, we have to rotate Eq. (4.58) into the mass basis. To that end we note that since we
have applied the vev shifts completely in the CP-odd mass matrix, the minimum conditions
of the tadpole parameters given in Eq. (2.13) can be applied again and as a consequence,
the last matrix in the second line of Eq. (4.58) vanishes. Additionally, we demand that the
tree-level angle β diagonalizes the CP-odd matrix M2

η again in the sense that the physical

masses m2
G0 and m2

A0 appear as its diagonal elements.

Therefore, the effect of the vev shift on the physical (i.e. diagonalized) CP-odd mass matrix
can be observed by inserting Eq. (4.58) into Eq. (2.20). In order to bring the expression for
the shift into a compact form, we use the fact that only after the shifts have been performed
completely, the relations between the tree-level masses, parameters of the potential and the
vevs, given in Eqs. (2.29) – (2.34), hold again. Additionally, we use the relations from
Eq. (A.4) to transform the remaining potential parameter m2

12 to Λ5, as discussed in Sec. 2.8.
In total, the mass shift of the diagonal CP-odd mass matrix is given by:

Dη = RT
βM

2
ηRβ → Dη +

δTG0G0 δTG0A0

δTG0A0 δTA0A0

− Λ5v

s2β
(sβδv1 + cβδv2)

0 0

0 1


+
m2
A0

v

 0 sβδv1 − cβδv2

sβδv1 − cβδv2 2 (cβδv1 + sβδv2)


≡ Dη +

∆DG0G0 ∆DG0A0

∆DG0A0 ∆DA0A0

 .

(4.59)

In the last line, we introduced the terms ∆DG0G0 , ∆DG0A0 and ∆DA0A0 which contain all
effects of the vev shifts on the physical mass matrix Dη. Their explicit form will be further
evaluated below. Note that when we inserted the second matrix from Eq. (4.58) containing
the tadpole parameter shifts δT1 and δT2 into Eq. (2.20), we gained an expression which
is analogous to the rotation of the tadpole counterterms, as performed in Eq. (4.35) in the
previous subsection. Therefore, we identify the physical tadpole parameter shifts δTG0G0 ,
δTG0A0 and δTA0A0 in the first line of Eq. (4.59) with the tadpole counterterms given in
Eqs. (4.39) – (4.41).
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The mass matrix shifts can be further evaluated. To this end, it is useful to define the trilinear
coupling constants

igH0G0G0 =
−icβ−αm2

H0

v
, (4.60)

igh0G0G0 =
−isβ−αm2

h0

v
, (4.61)

igH0A0A0 =
−i
v

(
cβ−α

(
2m2

A0 −m2
H0

)
+

sα+β

s2β

(
2m2

H0 − v2Λ5

))
, (4.62)

igh0A0A0 =
−i
v

(
sβ−α

(
2m2

A0 −m2
h0
)

+
cα+β

s2β

(
2m2

h0 − v2Λ5

))
, (4.63)

igH0A0G0 =
−isβ−α

v

(
m2
A0 −m2

H0

)
, (4.64)

igh0A0G0 =
icβ−α
v

(
m2
A0 −m2

h0
)
. (4.65)

By using the explicit form of the tadpole counterterm δTG0G0 given in Eq. (4.39), the diagonal
part ∆DG0G0 of the shift gives a contribution to the vanishing Goldstone mass:

∆DG0G0 = δTG0G0 = i
−icβ−α

v
m2
H0

−i
m2
H0

iδTH0 + i
−isβ−α

v
m2
h0
−i
m2
h0
iδTh0

= i


G0 G0H0

+ i


G0 G0h0

 .

(4.66)

In order to arrive at the graphical interpretation of the second line, we identify the terms
in the first line that represent the connected tadpole diagrams according to Eq. (4.56). The
coefficients in front of these diagrams are precisely the trilinear coupling constants from
Eqs. (4.60) and (4.61). Therefore, the calculated physical tadpole shift in the first line of
Eq. (4.66) represents the appearance of two tadpole contributions to the G0G0 self-energy, as
stated in the second line of Eq. (4.66).

For the CP-odd Higgs boson A0, the resulting shift ∆DA0A0 gives an analogous contribution
by inserting Eq. (4.41) and Eq. (4.57):

∆DA0A0 = δTA0A0 − Λ5v

s2β
(sβδv1 + cβv2) +

2m2
A0

v
(cβδv1 + sβδv2)

= i
−i
v

(
cβ−α

(
2m2

A0 −m2
H0

)
+

sα+β

s2β

(
2m2

H0 − v2Λ5

)) −i
m2
H0

iδTH0

+ i
−i
v

(
sβ−α

(
2m2

A0 −m2
h0
)

+
cα+β

s2β

(
2m2

h0 − v2Λ5

)) −i
m2
h0
iδTh0

= i


A0 A0H0

+ i


A0 A0h0

 .

(4.67)

The graphical interpretation is gained again by inserting the connected tadpole diagrams
according to Eq. (4.56) and by identifying the coefficients in front of the connected tadpoles
with the trilinear couplings from Eqs. (4.62) and (4.63). Therefore, the shift ∆DA0A0 can be
expressed as the appearance of CP-even Higgs tadpole contributions to the A0A0 self-energy.
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Finally, the off-diagonal part ∆DG0A0 receives a non-vanishing contribution as well,

∆DG0A0 = δTG0A0 +
m2
A0

v
(sβδv1 − cβδv2)

= i
−isβ−α

v

(
m2
A0 −m2

H0

) −i
m2
H0

iδTH0 + i
icβ−α
v

(
m2
A0 −m2

h0
) −i
m2
h0
iδTh0

= i


G0 A0H0

+ i


G0 A0h0

 ,

(4.68)

where we again identified the connected tadpole diagrams with the help of Eq. (4.56) and the
coupling constants according to Eqs. (4.64) and (4.65) in order to derive the diagrammatic
representation.

This result can be easily generalized to the whole scalar sector of the 2HDM. If we consider
the full shift of the mass matrices (including the counterterm insertion for the bare masses),
then the mass matrix counterterm δD2

φ for the scalar doublet φ in the alternative tadpole
scheme reads

δD2
φ =

δm2
φ1 0

0 δm2
φ2

+

∆Dφ1φ1 ∆Dφ1φ2

∆Dφ1φ2 ∆Dφ2φ2

 , (4.69)

with the explicit form of the additional mass shifts

∆Dφiφj = i

 φi φj
H0

+ i

 φi φj
h0

 , (4.70)

where i, j = 1, 2. Note that in the alternative tadpole scheme, the tadpole counterterms
δT1 and δT2, introduced through the vev shifts in Eqs. (4.52) and (4.53), are part of the
shift parameters ∆Dφiφj of the physical mass matrices of the scalar sector. Therefore, in the
alternative scheme they do not appear explicitly as counterterms in Eq. (4.69). This is in
contrast to the standard scheme, where we considered δT1 and δT2 as counterterms, appearing
explicitly in δD2

φ, cf. Eq. (4.35). Consequently, the tadpole counterterms in Eqs. (4.36) –
(4.44) do not appear in the definition of mass counterterms and wave function renormalization
constants within the alternative tadpole scheme.

In order to further illustrate the effect of the mass shifts, we recall the form of the renormal-
ized two-point correlation function in Eq. (4.14), where the renormalized self-energy Σ̂φ(p2)
explicitly appears. If we redefine the 1PI self-energy as

iΣtad
φiφj

(p2) := iΣφiφj (p
2)− i∆Dφiφj , (4.71)

then it is straightforward to see that the insertion of Eq. (4.69) into Eq. (4.16) yields the
following form of the renormalized self-energy in the alternative tadpole scheme:

Σ̂φ(p2) = Σtad
φ (p2)−

δm2
φ1 0

0 δm2
φ2

+
δZ†φ

2

(
p2
12×2 −D2

φ

)
+
(
p2
12×2 −D2

φ

) δZφ
2

. (4.72)

As a consequence, the counterterms and wave function renormalization constants derived at
the end of Sec. 4.3, namely Eqs. (4.25) – (4.30), change to:
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iΣtad(p2) := + +

Figure 4.4.: Modified self-energy in the alternative tadpole scheme. The self-energy
iΣtad(p2) consists of all 1PI self-energy diagrams together with the one-loop tadpole diagrams,
indicated by a gray blob. The self-energy is depicted in a generic topological way and has to
be replaced with the actual particle content and vertices of the 2HDM.

δZφ1φ1 = −Re

[
∂Σtad

φ1φ1
(p2)

∂p2

]
p2=m2

φ1

, (4.73)

δZφ1φ2 =
2

m2
φ1
−m2

φ2

Re
[
Σtad
φ1φ2(m2

φ2)
]
, (4.74)

δZφ2φ1 =
2

m2
φ2
−m2

φ1

Re
[
Σtad
φ1φ2(m2

φ1)
]
, (4.75)

δZφ2φ2 = −Re

[
∂Σtad

φ2φ2
(p2)

∂p2

]
p2=m2

φ2

, (4.76)

δm2
φ1 = Re

[
Σtad
φ1φ1(m2

φ1)
]
, (4.77)

δm2
φ2 = Re

[
Σtad
φ2φ2(m2

φ2)
]
. (4.78)

This result can be generalized to the fermion and gauge boson sectors. In general, the change
from the standard to the alternative tadpole scheme leads to a redefinition of the self-energy
in the form of Fig. 4.4. Additionally, the tadpole counterterms δTφiφj in the scalar sector drop
out of the definition of the field strength renormalization constants and mass counterterms.

The alternative tadpole treatment has another important implication. Consider e.g. the
coupling constants gH0Z0Z0 and gH0H0Z0Z0 for the coupling of two vector bosons Z0 with one
or two heavy Higgses H0, respectively (for simplicity, we omit the Lorentz structure of the
associated Feynman rule):

igH0Z0Z0 =
ig2vcβ−α

2c2
W

=
ig2

2c2
W

(cαv1 + sαv2) , igH0H0Z0Z0 =
ig2

2c2
W

. (4.79)

The shifts from Eq. (4.51) introduce a shift in coupling constants as well. In order to perform
this shift consistently, the couplings have to be expressed in terms of the vacuum expectation
values v1 and v2. Note however that when performing the shifts in the coupling constants, we
carefully have to differentiate between the angles α and β in the sense of mixing angles and
β in the sense of the ratio of the vevs, cf. Eq. (2.35), and α as the ratio of 2HDM potential
parameters7, cf. Eq. (2.36). The vev shifts from Eq. (4.51) only affect the latter two.

The quartic coupling in Eq. (4.79) does not contain the vevs. Therefore, it does not receive
a shift. In contrast to that, the trilinear coupling given in Eq. (4.79) contains α as a mixing

7The angle α only appears in the trilinear and quartic Higgs couplings partly in the sense of a ratio of 2HDM
potential parameters, cf. Eq. (2.36). In all other couplings, α is the mixing angle.
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angle, but β is precisely defined over the ratio of the vevs and thus receives a shift. At NLO,
this shift yields

igH0Z0Z0 → igH0Z0Z0 +
ig2

2c2
W

(cαδv1 + sαδv2)

= igH0Z0Z0 +
ig2

2c2
W

[ (
c2
α + s2

α

) δTH0

m2
H0

+ (sαcα − sαcα)
δTh0

m2
h0

]
= igH0Z0Z0 +

ig2

2c2
W

−i
m2
H0

iδTH0

= igH0Z0Z0 +

 H0

Z0

Z0

H0


trunc

.

(4.80)

The subscript “trunc” stands for the truncated Feynman diagram, meaning that the external
Lorentz structure of the vector bosons as well as the Lorentz structure of the quartic coupling
is not explicitly stated in the diagram. Note that we used the explicit form of the quartic
coupling constant in Eq. (4.79) together with the form of the connected tadpole diagram
according to Eq. (4.56) to identify the calculated shift in the third line of Eq. (4.80) with the
diagram in the last line.

The shift of the vevs, which is induced by the alternative tadpole scheme, leads to a modifi-
cation of the Feynman rules of the vertex in the form of the explicit appearance of a Higgs
tadpole. As a result, the tadpole diagram depicted in the last line of Eq. (4.80) has to be
taken into account, even though the tadpoles were renormalized away by our renormalization
conditions in Eq. (4.31).

This result can be generalized to the whole 2HDM. The change from the standard to the
alternative tadpole scheme introduces additional virtual vertex corrections in the form of
tadpole vertex diagrams. As a rule of thumb, every 2HDM trilinear vertex receives these
additional tadpole vertex corrections if the resulting quartic coupling constant, consisting of
the three original particles of the trilinear vertex and additionally, the Higgs tadpoles, exists
within the 2HDM. In the case discussed above, the trilinear coupling constant gH0Z0Z0 in
Eq. (4.79) receives an additional tadpole contribution with the heavy CP-even Higgs H0,
since the resulting quartic coupling gH0H0Z0Z0 exists within the 2HDM. But note that the
vev shifts do not lead to the appearance of a tadpole diagram containing the lighter CP-
even Higgs h0, since the coupling gH0h0Z0Z0 does not exist within the 2HDM due to internal
symmetry relations. These symmetries make their appearance in Eq. (4.80) as well and lead
to the cancellation of the term proportional to δTh0 , thus preventing the lighter CP-even
Higgs from appearing as a vertex tadpole diagram in the last line of Eq. (4.80).

As another example, consider the coupling constant of the charged Higgs boson H+, the W−

boson and the light Higgs h0, which reads

igh0W−H+ =
−ig cβ−α

2
, (4.81)

where the Lorentz structure of the associated Feynman rule has been omitted again for
simplicity. The coupling constant does not explicitly contain the vevs v1 and v2 and both
angles α and β which are contained in Eq. (4.81) appear in the coupling in the sense of
mixing angles. Therefore, the coupling constant is unaffected by the shift of the vevs and the
coupling in Eq. (4.81) receives no additional tadpole contributions when changing from the
standard to the alternative tadpole scheme.
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The only difference between the two tadpole renormalization schemes is the exact definition
of the bare mass and its counterterm. In the standard scheme, the mass counterterms are
generated through the mass relations in Eqs. (2.29) – (2.34) after the minimum conditions
of the potential have been applied. The tadpole terms appearing explicitly in the tree-level
mass matrices receive tadpole counterterms at NLO.

In the alternative scheme however, the proper vacuum state is taken into account. The
shift of the vacuum expectation values generates additional terms through the proper tree-
level values of the mass matrix before the minimum conditions are applied. As a result, the
tadpole parameters do not appear in the counterterms any more, but the 1PI self-energies,
over which the counterterms are defined, are shifted to self-energies that contain the tadpole
contributions. Additionally, tadpole contributions to the vertex corrections have to be taken
into account. In summary, the change to the alternative tadpole scheme has the following
implications on higher-order calculations in the Two-Higgs-Doublet Model:

Self-energies: The self-energies appearing in the definitions of the wave function renor-
malization constants and counterterms are changed such that they contain addi-
tional tadpole contributions: Σ(p2) → Σtad(p2) .

Tadpole counterterms: The tadpole counterterms δTφiφj (i, j = 1, 2) in the scalar sector
vanish: δTφiφj → 0 .

Vertex corrections: The virtual vertex corrections change to contain additional tadpole
contributions if the resulting coupling exists within the 2HDM.

Both schemes use the manifestly gauge-invariant renormalization condition shown pictorially
in Fig. 4.3, however, only the alternative tadpole scheme, that considers the proper vacuum
state of the 2HDM, yields mass counterterms, cf. Eqs. (4.77) and (4.78), that are manifestly
gauge-independent, as well. This will be investigated further in the following sections, when
we consider the actual particle content of the 2HDM.

4.5. Renormalization of the Gauge Sector

The renormalization of the gauge sector encompasses the fixation of all counterterms to
the coupling constants that belong to the weak sector. With the chosen parameter set of
Eq. (2.58), this introduces the three counterterms

m2
W,0 = m2

W + δm2
W , (4.82)

m2
Z,0 = m2

Z + δm2
Z , (4.83)

e0 = (1 + δZe) e , (4.84)

g0 = g + δg (4.85)

Note that the weak coupling constant g0 is a redundant parameter in this list, since it can
be expressed through the other three parameters by means of Eqs. (2.46) and (2.47). Never-
theless, it is practical to keep it in the list, since it is often more convenient to express the
couplings through g instead of e.

Additionally, in higher-order calculations, the gauge bosons fields acquire field strength renor-
malization constants. Keeping in mind that the Z0 boson and the photon γ form a doublet
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which allows for mixing, the field strength renormalization constants at next-to-leading order
are introduced through

W±µ,0 ≈
(

1 +
δZWW

2

)
W±µ , (4.86)

Z0
µ

γµ


0

≈

1 +
δZZZ

2

δZZγ
2

δZγZ
2

1 +
δZγγ

2


Z0

µ

γµ

 (4.87)

The form of the field strength renormalization constants and mass counterterms in the gauge
boson sector depends on the chosen tadpole scheme. In order to present the explicit form of
the counterterms in a convenient way, it is necessary to introduce the two-point correlation
function of the gauge bosons. In general Rξ gauge, the renormalized two-point correlation
function of the gauge bosons Vi, Vj ∈ {W±, Z0, γ} can be written as [5]

Γ̂µνij (p) = −i
(
gµν − pµpν

p2

)(
p2 −m2

V

)
δij − i

pµpν

p2

1

ξV

(
p2 − ξVm2

V

)
δij

− i
(
gµν − pµpν

p2

)
Σ̂T
ij(p

2)− ip
µpν

p2
Σ̂L
ij(p

2) ,

(4.88)

where the superscripts T and L denote the transverse and longitudinal components of the
renormalized gauge boson self-energies, respectively.

In order to fix all renormalization constants, the on-shell prescription from Sec. 4.3 can be
applied directly to the gauge sector. However, in order to fix the counterterm δZe in Eq. (4.84),
an additional condition is needed. Since the electric charge e has been well-observed before the
rise of quantum electrodynamics, the physical value is usually fixed in the so-called Thomson
limit, i.e. the limit of vanishing photon momentum in the Thomson scattering between a
photon and an electron [5].

The application of the two tadpole schemes of Sec. 4.4 reveals that only the mass counterterms
depend on the choice of scheme. All other field strength renormalization constants, as well
as the counterterms of the electric charge and weak coupling constant, are tadpole-invariant,
i.e. invariant under the change of tadpole scheme8. In order to illustrate the effect of the
alternative tadpole scheme, we consider the effect on the tree-level mass of the W± bosons
as given in Eq. (2.43). Performing the shift, we get9

m2
W → m2

W + i


W± W±H0

+ i


W± W±h0

 . (4.89)

Considering the form of the two-point correlation function in Eq. (4.88), this leads to a
modification of the 1PI self-energies shown pictorially in Fig. 4.4

ΣT
ij(p

2) → Σtad,T
ij (p2) , ΣL

ij(p
2) → Σtad,L

ij (p2) . (4.90)

In summary, the field strength renormalization constants and counterterms of the gauge sector
read: [52]

8The self-energies involving γγ and γZ0 are invariant since the photons do not couple to the CP-even Higgs
bosons. The diagonal field strength constants δZWW and δZZZ are invariant since the derivative of the tadpole
diagrams vanishes, and finally, δg is invariant due to an invariant combination of δm2

W and δm2
Z .

9Note that for the calculation of Eq. (4.89), we use that the polarization vectors of the gauge bosons are
normalized as ε(p) · ε∗(p) = −1.
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Standard tadpole scheme

δm2
W = R̃e

[
ΣT
WW

(
m2
W

)]
, δm2

Z = Re
[
ΣT
ZZ

(
m2
Z

)]
. (4.91)

Alternative tadpole scheme

δm2
W = R̃e

[
Σtad,T
WW

(
m2
W

)]
, δm2

Z = Re
[
Σtad,T
ZZ

(
m2
Z

)]
. (4.92)

Tadpole-invariant

δZe =
1

2

∂ΣT
γγ

(
p2
)

∂p2

∣∣∣∣∣
p2=0

+
sW
cW

ΣT
γZ (0)

m2
Z

, (4.93)

δg

g
= δZe +

1

2

1

m2
Z −m2

W

(
δm2

W − c2
W δm

2
Z

)
, (4.94)

δZWW = −Re

[
∂ΣT

WW

(
p2
)

∂p2

]
p2=m2

W

, (4.95)

δZZZ δZZγ

δZγZ δZγγ

 =


−Re

[
∂ΣT

ZZ

(
p2
)

∂p2

]
p2=m2

Z

2

m2
Z

ΣT
Zγ (0)

− 2

m2
Z

Re
[
ΣT
Zγ

(
m2
Z

)]
−Re

[
∂ΣT

γγ

(
p2
)

∂p2

]
p2=0

 . (4.96)

Note that the sign in front of the second term of Eq. (4.93) is equivalent to the sign of the
SU(2)L term in the covariant derivative in Eq. (2.38). Therefore, a change of the sign of
this term is required if one chooses to follow the SM convention of the covariant derivative.
The modified real part R̃e takes the real part of the loop integrals, but not of any coupling
constants (like CKM matrix elements for quark mixing). If these are chosen to be real, the

replacement R̃e→ Re is valid at the one-loop order [52].

The wave function renormalization constants in Eq. (4.95) and Eq. (4.96) contain gauge-
dependent parts, while the counterterms δg and δZe are manifestly gauge-independent. The
mass counterterms δm2

W and δm2
Z are gauge-independent only if the alternative tadpole

scheme is chosen, which has been checked both numerically and analytically. In the standard
tadpole scheme, the mass counterterms in Eq. (4.91) contain a residual gauge-dependence.

4.6. Renormalization of the Fermion Sector

For the renormalization of the fermion sector of the Two-Higgs-Doublet Model, in principle
all constants and fields introduced in Sec. 2.6 have to be considered. However, the renormal-
ization of the fermion sector does not differ much between the SM and the 2HDM. Hence,
we restrict ourselves only to the τ± particle, since we need the results later in Sec. 4.8.4
for a process-dependent definition of the scalar mixing angles. A treatment of the complete
fermion sector can be found e.g. in [52].

In the on-shell basis, the relevant parameter that needs to be renormalized is the mass of the
τ± particle:

mτ,0 = mτ + δmτ . (4.97)
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The mixing between charged lepton fields is either absent in nature or strongly suppressed
[87,88]. Therefore, we consider the τ field to be a lepton number eigenstate, so that the left-
and right-handed bare fields are split up according to

τL,0 =

(
1 +

δZLττ
2

)
τL , (4.98)

τR,0 =

(
1 +

δZRττ
2

)
τR . (4.99)

The two-point correlation function of the τ particle accounts for the spinor structure of the
fermionic field. Using Feynman slash notation, it is given by

Γ̂ττ (p) = i(/p−mτ ) + i
[
/pω−Σ̂L

ττ (p2) + /pω+Σ̂R
ττ (p2) +mτ (ω− + ω+)Σ̂S

ττ (p2)
]
, (4.100)

where the superscripts L, R and S stand for the left-handed, right-handed and scalar parts
of the renormalized self-energies, respectively [52]. The explicit form of the spinor structure
in the correlation function is instructive for an unambiguous extraction of the three different
self-energies ΣL

ττ (p2), ΣR
ττ (p2) and ΣS

ττ (p2) of the τ fields.

In general, the renormalization of the fermion sector depends on the chosen tadpole scheme.
In the previous section, we saw that the change from the standard to the alternative tadpole
scheme shifted the tree-level vertex couplings such that they contain additional tadpole con-
tributions. In the 2HDM (as in any other renormalizable field theory) however, no vertex
of two fermions, one CP-even Higgs boson and one additional particle exists. Therefore, the
change from the standard to the alternative tadpole scheme does not introduce any additional
tadpole diagrams to the tree-level couplings of the fermion sector.

By applying the shift of the vacuum expectation values of Eq. (4.51), the mass of the τ
particle receives a shift, as well. Independently on the type of the 2HDM, this shift reads

mτ → mτ + i


τ+ τ+H0


trunc

+ i


τ+ τ+h0


trunc

, (4.101)

in complete analogy to the scalar and gauge boson sector. Note the subscript “trunc”, in-
dicating that the external spinor structure is omitted in the diagrams. Inserting this mass
shift into the two-point correlation function in Eq. (4.100) reveals the modification of the τ
self-energies in the alternative tadpole scheme:

ΣL
ττ (p2) → ΣL

ττ (p2) , ΣR
ττ (p2) → ΣR

ττ (p2) , ΣS
ττ (p2) → Σtad,S

ττ (p2) , (4.102)

since the tadpole diagrams that have to be added to the fermion self-energies contain no
spinor structures of the form /pω− or /pω+ and hence, are purely scalar. Consequently, the
left-handed and right-handed components of the τ self-energies are invariant under a change
of the tadpole scheme, and only the scalar component differs between the two schemes.

The full set of field strength renormalization constants and mass counterterms for the τ
particle in the standard tadpole scheme is derived in [52], while for the alternative tadpole
scheme, Eq. (4.102) can be applied. In summary, the explicit form of the renormalization
constants is given by:

Standard tadpole scheme

δmτ =
mτ

2
R̃e
[
ΣL
ττ (m2

τ ) + ΣR
ττ (m2

τ ) + 2ΣS
ττ (m2

τ )
]
. (4.103)
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Alternative tadpole scheme

δmτ =
mτ

2
R̃e
[
ΣL
ττ (m2

τ ) + ΣR
ττ (m2

τ ) + 2Σtad,S
ττ (m2

τ )
]
. (4.104)

Tadpole-invariant

δZLττ = −R̃e
[
ΣL
ττ (m2

τ )
]
−m2

τ R̃e

[
∂ΣL

ττ (p2)

∂p2
+
∂ΣR

ττ (p2)

∂p2
+ 2

∂ΣS
ττ (p2)

∂p2

]
p2=m2

τ

, (4.105)

δZRττ = −R̃e
[
ΣR
ττ (m2

τ )
]
−m2

τ R̃e

[
∂ΣL

ττ (p2)

∂p2
+
∂ΣR

ττ (p2)

∂p2
+ 2

∂ΣS
ττ (p2)

∂p2

]
p2=m2

τ

. (4.106)

As it was the case for the gauge boson sector, the wave function renormalization constants of
the τ particle as well as the mass counterterm δmτ in the standard tadpole scheme contain
gauge-dependent parts. The mass counterterm in the alternative tadpole scheme, Eq. (4.104),
is manifestly gauge-independent.

4.7. Renormalization of the Scalar Fields and Masses

The renormalization of the scalar sector of the 2HDM introduces the counterterms of all
scalar masses:

m2
H0,0 = m2

H0 + δm2
H0 , (4.107)

m2
h0,0 = m2

h0 + δm2
h0 , (4.108)

m2
A0,0 = m2

A0 + δm2
A0 , (4.109)

m2
H±,0 = m2

H± + δm2
H± . (4.110)

The scalar fields of the Two-Higgs-Doublet Model are transformed to the NLO expansion, in-
troducing the field strength renormalization constants. Since the scalar sector forms doublets
that allow for mixing (cf. Sec. 4.3), the field strength renormalization is most conveniently
presented in a matrix structure:H0

h0


0

=

1 +
δZH0H0

2

δZH0h0

2
δZh0H0

2
1 +

δZh0h0

2


H0

h0

 , (4.111)

G0

A0


0

=

1 +
δZG0G0

2

δZG0A0

2
δZA0G0

2
1 +

δZA0A0

2


G0

A0

 , (4.112)

G±
H±


0

=

1 +
δZG±G±

2

δZG±H±

2
δZH±G±

2
1 +

δZH±H±

2


G±
H±

 . (4.113)

The renormalization procedure of the scalar sector was discussed extensively in Sec. 4.3 in a
generic way. Additionally, in 4.4 we investigated the differences between the standard and
alternative tadpole scheme regarding the form of the counterterms. This generic discussion
allows us to give the explicit form of all renormalization constants for both schemes:
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Standard tadpole scheme

δZH0h0 =
2

m2
H0 −m2

h0
Re
[
ΣH0h0(m2

h0)− δTH0h0

]
, (4.114)

δZh0H0 = − 2

m2
H0 −m2

h0
Re
[
ΣH0h0(m2

H0)− δTH0h0

]
, (4.115)

δZG0A0 = − 2

m2
A0

Re
[
ΣG0A0(m2

A0)− δTG0A0

]
, (4.116)

δZA0G0 =
2

m2
A0

Re
[
ΣG0A0(0)− δTG0A0

]
, (4.117)

δZG±H± = − 2

m2
H±

R̃e
[
ΣG±H±(m2

H±)− δTG±H±
]
, (4.118)

δZH±G± =
2

m2
H±

R̃e
[
ΣG±H±(0)− δTG±H±

]
, (4.119)

δm2
H0 = Re

[
ΣH0H0(m2

H0)− δTH0H0

]
, (4.120)

δm2
h0 = Re

[
Σh0h0(m2

h0)− δTh0h0
]
, (4.121)

δm2
A0 = Re

[
ΣA0A0(m2

A0)− δTA0A0

]
, (4.122)

δm2
H± = R̃e

[
ΣH±H±(m2

H±)− δTH±H±
]
. (4.123)

Alternative tadpole scheme

δZH0h0 =
2

m2
H0 −m2

h0
Re
[
Σtad
H0h0(m2

h0)
]
, (4.124)

δZh0H0 = − 2

m2
H0 −m2

h0
Re
[
Σtad
H0h0(m2

H0)
]
, (4.125)

δZG0A0 = − 2

m2
A0

Re
[
Σtad
G0A0(m2

A0)
]
, (4.126)

δZA0G0 =
2

m2
A0

Re
[
Σtad
G0A0(0)

]
, (4.127)

δZG±H± = − 2

m2
H±

R̃e
[
Σtad
G±H±(m2

H±)
]
, (4.128)

δZH±G± =
2

m2
H±

R̃e
[
Σtad
G±H±(0)

]
, (4.129)

δm2
H0 = Re

[
Σtad
H0H0(m2

H0)
]
, (4.130)

δm2
h0 = Re

[
Σtad
h0h0(m2

h0)
]
, (4.131)

δm2
A0 = Re

[
Σtad
A0A0(m2

A0)
]
, (4.132)

δm2
H± = R̃e

[
Σtad
H±H±(m2

H±)
]
. (4.133)
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Tadpole-invariant

δZH0H0 = −Re

[
∂ΣH0H0

(
p2
)

∂p2

]
p2=m2

H0

, (4.134)

δZh0h0 = −Re

[
∂Σh0h0

(
p2
)

∂p2

]
p2=m2

h0

, (4.135)

δZG0G0 = −Re

[
∂ΣG0G0

(
p2
)

∂p2

]
p2=0

, (4.136)

δZA0A0 = −Re

[
∂ΣA0A0

(
p2
)

∂p2

]
p2=m2

A0

, (4.137)

δZG±G± = −R̃e

[
∂ΣG±G±

(
p2
)

∂p2

]
p2=0

, (4.138)

δZH±H± = −R̃e

[
∂ΣH±H±

(
p2
)

∂p2

]
p2=m2

H±

. (4.139)

The scalar wave function renormalization constants are in general explicitly gauge-dependent.
The mass counterterms in the alternative tadpole scheme in Eqs. (4.130) – (4.133) are mani-
festly gauge-independent.

4.8. Renormalization of the Scalar Mixing Angles α and β

Until now, the renormalization of the parameters and fields of the Two-Higgs-Doublet Model
was achieved entirely through the on-shell scheme, enabling us to provide physical masses as
sensible input parameters. If we choose to perform the rotation from the gauge to the mass
basis of the fields in the tree-level 2HDM potential of Sec. 2.4 before turning to higher-order
calculations, it is necessary to renormalize α and β in the sense of mixing angles, as well.

Another choice would be to first renormalize and then rotate to the gauge basis. In that case,
the angles α and β do not appear in the sense of mixing angles, but rather as functions of the
parameters of the 2HDM potential. Therefore, they are only renormalized as such, but not
in the sense of angles that diagonalize the mass matrices of the scalar doublets. While the
latter approach is perfectly valid and possible within the 2HDM, we choose to perform the
renormalization after rotating to the mass eigenstates of the scalar fields. Hence, the scalar
mixing angles are split up at next-to-leading order according to

α0 = α+ δα , (4.140)

β0 = β + δβ . (4.141)

The renormalization of the scalar mixing angles is a subtle task within the 2HDM. In contrast
to the masses, the angles are not considered as physical parameters in a sense that they can
be directly observed. Consequently, there is no suitable way of fixing them with the help
of physical observables, as it was done in the on-shell renormalization procedure of Sec. 4.3.
Due to the renormalizability of the Two-Higgs-Doublet Model, the UV-divergent parts of δα
and δβ necessarily have to be the same for all schemes. However, the UV-finite parts may
differ between the schemes, and due to the choice of an unsuitable scheme, it is possible
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to introduce additional gauge-dependences into the UV-finite parts. In the following, we
will present different renormalization schemes for the scalar mixing angles, and discuss the
gauge-dependence that is introduced through them in the one-loop amplitudes.

4.8.1. Minimal Subtraction Scheme

Among the most intuitive schemes for renormalizing the scalar mixing angles is the minimal
subtraction (MS) scheme [89]. It relies on the fact that in dimensional regularization, diver-
gences of one-loop integrals appear explicitly as poles in the regulator ε, cf. Sec. 4.2. In any
one-loop amplitude, where apart from the angle counterterms, all fields strength renormal-
ization constants and physical counterterms are fixed, the angle counterterms are determined
such that they exactly cancel the residual divergence in the amplitude.

The modified minimal subtraction (MS) scheme is a more widely implemented adoption of
the MS scheme. Within the MS scheme, the counterterms are chosen such that they cancel
the residual ∆ term of the amplitude, with ∆ being defined in Eq. (4.4). Therefore, the
counterterms do not only cancel the pole, but additionally some finite constants which appear
universally in all one-loop integrals [90].

The MS scheme is per definition a suitable scheme for achieving an overall UV-finite decay
amplitude at higher-order calculations. However, it has been shown in a previous work [91]
that within the 2HDM, the application of the scheme to the scalar mixing angles leads to one-
loop corrections to partial decay widths which are orders of magnitude higher than in other
schemes. It has been checked explicitly that this happens for a large set of possible 2HDM
parameters. The reason behind this is that in general, the wave function renormalization
constants introduce large finite contributions to the one-loop amplitude, which need to be
cancelled by the finite parts of the angle counterterms. However, the latter are set to zero in
the MS scheme, thus preventing the cancellation [91]. Additionally, the angle counterterms
might contain an explicit gauge-dependence, according to whether the residual amplitude
(i.e. the amplitude without the angle counterterms) contains a gauge-dependence that needs
to be cancelled or not. Since the MS scheme is is potentially gauge-dependent as well as
numerically unstable in most cases, it will not be used in this thesis as a renormalization
scheme for the mixing angles.

4.8.2. Kanemura’s Scheme

One idea of defining the angle counterterms was formulated by S. Kanemura et al. [56, 85],
which we refer to as Kanemura’s scheme. It enables the derivation of the angle counterterms
by connecting the usual OS conditions of the scalar fields with the internal relations between
the gauge and mass basis of the 2HDM.

Consider the scalar doublet (φ1, φ2) in the mass basis, which is connected with its gauge basis
(φ̃1, φ̃2) through the rotation matrix RTθ with mixing angle θ (cf. Eq. (2.22)). At next-to-
leading order, the approximation

RTθ,0 ≈ RTδθRTθ (4.142)

is valid. By temporarily switching between the two bases, the NLO expansion yields [56,91]:φ1

φ2


0

= RTθ,0

φ̃1

φ̃2


0

≈ RTδθRTθ
√
Z
φ̃
RθR

T
θ

φ̃1

φ̃2

 ≡√ZKan
φ

φ1

φ2

 , (4.143)

where the matrix
√
ZKan
φ connects the bare and renormalized fields in the mass basis. The field

strength renormalization matrix of the scalar fields in the gauge basis,
√
Z
φ̃
, is considered
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to be a real symmetric matrix, therefore containing three free parameters for each scalar
doublet at NLO that need to be fixed through renormalization conditions. Alternatively, the

Kanemura field strength renormalization matrix
√
ZKan
φ can be considered, which is defined

through Eq. (4.143) as an NLO expansion [56,91]:

√
ZKan
φ ≈ RTδθRTθ

√
Z
φ̃
Rθ = RTδθ

1 +
δZφ1φ1

2
δCφ2

δCφ2 1 +
δZφ2φ2

2


≈

1 +
δZφ1φ1

2
δCφ2 + δθ

δCφ2 − δθ 1 +
δZφ2φ2

2

 .

(4.144)

The wave function renormalization matrix
√
Z
φ̃

has been rotated to the mass basis, so that√
ZKan
φ contains the three free parameters δZφ1φ1 , δZφ2φ2 and δCφ2 that need to be fixed

through renormalization conditions, together with the counterterm δθ of the mixing angle.
For the scalar fields of the 2HDM, this translates to the following explicit forms of the field
strength renormalization:H0

h0


0

=

1 +
δZH0H0

2
δCh0 + δα

δCh0 − δα 1 +
δZh0h0

2


H0

h0

 , (4.145)

G0

A0


0

=

1 +
δZG0G0

2
δCA0 + δβ

δCA0 − δβ 1 +
δZA0A0

2


G0

A0

 , (4.146)

G±
H±


0

=

1 +
δZG±G±

2
δCH± + δβ

δCH± − δβ 1 +
δZH±H±

2


G±
H±

 . (4.147)

In order to remain within the framework of on-shell renormalization as much as possible, the
diagonal field strength renormalization constants can be fixed via the pole conditions from
Eq. (4.23). This leads to the same form of these constants as given in Eqs. (4.134) – (4.139),
all of which are explicitly tadpole-invariant.

The other counterterms appearing in the off-diagonal matrix elements can be fixed by de-
manding the field mixing to vanish on the mass shell, which is equivalent to identifying
the off-diagonal elements of the Kanemura field renormalization matrix with the ones from
Eq. (4.13). For the CP-even sector, this leads to the identities [56,91]

δZH0h0

2

!
= δCh0 + δα ,

δZh0H0

2

!
= δCh0 − δα , (4.148)

where δZH0h0 and δZh0H0 are the tadpole-dependent field strength renormalization constants
given in Eqs. (4.114) and (4.115) or Eqs. (4.124) and (4.125), depending on the tadpole
scheme that is chosen. The two equations allow to solve for δCh0 , which is not present in any
one-loop calculation and may therefore be omitted, and the angle counterterm δα.

For the CP-odd and charged sector, Kanemura’s scheme requires fixing three free parameters
δCA0 , δCH± and δβ, since both sectors are diagonalized by the same mixing angle. The
amount of free parameters in the off-diagonal parts of Eqs. (4.112) and (4.113) for the CP-
odd and charged sector is four, however. If we choose to apply the on-shell renormalization
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conditions to the CP-odd and charged sectors, it is necessary to choose which off-diagonal
two-point correlation functions shall vanish, since not all CP-odd and charged fields can be
on-shell at the same time. Out of four possible options, the same two as in [91] are chosen.
Which of the definitions is used within the renormalization of a decay process depends on
the external CP-odd or charged particles that are present in the considered process and that
hence shall be renormalized OS. In summary, the angle counterterms in Kanemura’s scheme
are given by:

Standard tadpole scheme

δα =
1

2
(
m2
H0 −m2

h0

)Re
[
ΣH0h0(m2

H0) + ΣH0h0(m2
h0)− 2δTH0h0

]
, (4.149)

δβ(1) = − 1

2m2
A0

Re
[
ΣG0A0(m2

A0) + ΣG0A0(0)− 2δTG0A0

]
, (4.150)

δβ(2) = − 1

2m2
H±

Re
[
ΣG±H±(m2

H±) + ΣG±H±(0)− 2δTG±H±
]
. (4.151)

Alternative tadpole scheme

δα =
1

2
(
m2
H0 −m2

h0

)Re
[
Σtad
H0h0(m2

H0) + Σtad
H0h0(m2

h0)
]
, (4.152)

δβ(1) = − 1

2m2
A0

Re
[
Σtad
G0A0(m2

A0) + Σtad
G0A0(0)

]
, (4.153)

δβ(2) = − 1

2m2
H±

Re
[
Σtad
G±H±(m2

H±) + Σtad
G±H±(0)

]
. (4.154)

Among the considered processes in this thesis in Chapter 5 to Chapter 7, only one contains
an external H+ particle, while all other processes do not contain external CP-odd or charged
Higgs bosons in the initial or final state. Therefore, we choose the charged fields to be
completely on-shell, which results in the usage of δβ(2) in this thesis.

The angle counterterms defined according to Kanemura’s scheme are explicitly gauge-de-
pendent, both for the standard as well as the alternative tadpole scheme. If we use the
notation of Eq. (C.8) and Eq. (C.9) for the reduced scalar integrals, one way of presenting
the gauge-dependence10 of δβ(2) is

δβ(2) = δβ(2)
∣∣∣
ξ=1

+ (1− ξW )
g2cβ−αsβ−α

128π2

{
m2
h0

[
βWh0(m2

H±)− βWh0(0)
]

+m2
H±

[
βWH0(m2

H±)− βWh0(m2
H±)

]
+m2

H0

[
βWH0(0)− βWH0(m2

H±)
]}

,

(4.155)

where the short-hand notation ξ ∈ {ξW , ξZ , ξγ} is used here and in the following. The form
of the gauge-dependence is independent of the tadpole scheme that is chosen. Due to the
structure of the integrals in the second and third line of Eq. (4.155), the gauge-dependent
part is UV-finite by itself. Therefore, Kanemura’s scheme introduces a gauge-dependence
through δβ(2) in the UV-finite part of the amplitude only.

10The decomposition into gauge-dependent and -independent parts is not unique. Therefore, the presented form
is only one of many possible ways of isolating the gauge-dependence.
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For δα, the gauge-dependence is more intricate and depends on the chosen tadpole scheme.
In the standard tadpole scheme, the gauge-dependent parts can be isolated in the form

δαsta = δαsta
∣∣
ξ=1

− (1− ξW )
Λ5m

2
W cβ−αsβ−α

16π2(m2
H0 −m2

h0
)
αW − (1− ξZ)

Λ5m
2
Zcβ−αsβ−α

32π2(m2
H0 −m2

h0
)
αZ

+ (1− ξZ)
g2cβ−αsβ−α

256π2c2
W

{
2m2

A0

[
βZA0(m2

H0)− βZA0(m2
h0)
]

+m2
H0

[
βZξZ(m2

H0)− 2βZA0(m2
H0)
]
−m2

h0

[
βZξZ(m2

h0)− 2βZA0(m2
h0)
]}

+ (1− ξW )
g2cβ−αsβ−α

128π2

{
2m2

H±

[
βWH±(m2

H0)− βWH±(m2
h0)
]

+m2
H0

[
βWξW (m2

H0)− 2βWH±(m2
H0)
]
−m2

h0

[
βWξW (m2

h0)− 2βWH±(m2
h0)
]}

,

(4.156)

where the superscript “sta” indicates the standard tadpole scheme. When changing from the
standard to the alternative tadpole scheme, the gauge-dependence reduces to

δαalt = δαalt
∣∣∣
ξ=1

+ (1− ξZ)
g2cβ−αsβ−α

256π2c2
W

{
2m2

A0

[
βZA0(m2

H0)− βZA0(m2
h0)
]

+m2
H0

[
βZξZ(m2

H0)− 2βZA0(m2
H0)
]
−m2

h0

[
βZξZ(m2

h0)− 2βZA0(m2
h0)
]}

+ (1− ξW )
g2cβ−αsβ−α

128π2

{
2m2

H±

[
βWH±(m2

H0)− βWH±(m2
h0)
]

+m2
H0

[
βWξW (m2

H0)− 2βWH±(m2
H0)
]
−m2

h0

[
βWξW (m2

h0)− 2βWH±(m2
h0)
]}

,

(4.157)

where the superscript “alt” now indicates δα in the alternative tadpole scheme. Compared to
the standard tadpole scheme, the second line in Eq. (4.156) is cancelled by the shift of the
vevs.

The explicit appearance of gauge-dependent terms in the angle counterterms threatens the
necessary gauge-independence of the one-loop amplitude. In the processes that are considered
in this thesis, the gauge-dependence in the angle counterterms as defined in Kanemura’s
scheme will not cancel completely, as we will see e.g. in Sec. 5.4. Consequently, the angle
counterterms in Kanemura’s scheme are not only explicitly gauge-dependent by themselves,
but additionally, they lead to a gauge-dependent one-loop partial decay width.

A later paper [85] proposes a way to remove the gauge-dependence from the angle coun-

terterms11. The condition that the field strength renormalization matrix
√
Z
φ̃

introduced

in Eq. (4.143) is symmetric is omitted. This increases the number of free parameters in the
Kanemura field strength renormalization matrix of Eq. (4.144), effectively leading to two
different off-diagonal renormalization constants δCφ1 and δCφ2 .

In [85], it is suggested to use the additional degree of freedom to define δβ in such a way
that it contains only the gauge-independent parts. All gauge-dependent parts are shifted into
the two constants δCφ1 and δCφ2 which do not appear in any one-loop calculation and are
thus not observable. A look at Eq. (4.155) shows that this approach would in principle work,

11This paper discusses the gauge-dependence of δβ, only.
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since all gauge-dependent parts of δβ form a UV-finite subset, and can thus be removed from
the angle counterterm. However, the isolation of the gauge-dependent parts is not unique
and [85] presents no unambiguous way of defining what parts should be contained in δβ and
what parts are shifted into δCφ1 and δCφ2 .

An even more serious problem arises when trying to apply this approach to the angle coun-
terterm δα. The second line of Eq. (4.156) contains integrals that are UV-divergent by
themselves. Therefore, the gauge-dependent parts of δα in the standard tadpole scheme are
UV-divergent. Due to the renormalizability of the 2HDM, these UV-divergent terms have
to appear in any other renormalization scheme of δα, as well. Defining these UV-divergent
parts into the unobservable counterterms δCφ1 and δCφ2 , which are not part of any one-loop
calculation, thus inevitably leads to an overall UV-divergent one-loop amplitude. Therefore,
the approach to remove the gauge-dependence of the angle counterterms presented in [85]
cannot be applied to δα in the standard tadpole scheme. In the alternative tadpole scheme,
it is possible to remove the gauge-dependence from δα, since all integrals from the second
to the last line of Eq. (4.157) are UV-finite. However, the same problem as in δβ remains,
namely that the division of gauge-dependent and -independent parts is ambiguous.

4.8.3. Pinched Scheme

Eradicating the deficiencies of Kanemura’s scheme is equivalent to using a renormalization
scheme that leads to an overall UV-finite and gauge-independent one-loop amplitude on the
one hand and stating an unambiguous definition of the gauge-independent parts of the angle
counterterms on the other hand. This can be achieved by using the pinched scheme which is
based on the pinch technique (PT) [92–97]. A short introduction to the PT is presented in
App. B.

In [98], the sfermion mixing angle counterterm δθ was defined through the requirement of a
gauge-independent residuum in a one-loop scattering amplitude of sfermions and Z0 bosons
within the MSSM, which is analogous to the argumentation presented in [99]. In [100], δθ
is defined in a completely different approach by use of the pinch technique. However, both
schemes lead to the same form of the sfermion mixing angle counterterm, indicating the
equivalence of both approaches within the MSSM. Additionally, a method for the definition
of the CP-even mixing angle counterterm δα within the MSSM is presented in [100] with the
help of the PT.

Since the PT has been analyzed thoroughly in the SM [93, 94] and in the MSSM [100], we
want to use it to derive an unambiguous gauge-independent definition of the scalar mixing
angle counterterms. In order to keep the discussion clear, we will present the application of
the PT within the 2HDM in App. C. In this subsection, we will only use the results of this
discussion for a definition of the angle counterterms over the pinched self-energies.

The main idea of the pinched scheme is to improve the definition of the angle counterterms
in Kanemura’s scheme by using the pinched self-energies of the scalar sector instead of the
self-energies Σtad in the tadpole scheme. In general, the pinched self-energies of the scalar
doublet (φ1, φ2) have the form

Σpinch
φ1φ2

(p2) =
[
Σtad
φ1φ2(p2)

]
ξ=1

+ Σadd
φ1φ2(p2) , (4.158)

where the superscript “add” denotes additional terms whose explicit forms depend on the
scalar doublets that are chosen. The proper derivation of the pinched self-energies requires
self-energy contributions from all topologies shown in Fig. 4.4, cf. App. C. Therefore, the PT
is only consistent in a scheme which uses the alternative tadpole renormalization of Sec. 4.4.2,
but not the standard tadpole scheme [93].



4.8. Renormalization of the Scalar Mixing Angles α and β 51

The explicit form of the additional terms for the CP-even, CP-odd and charged off-diagonal
self-energies, which are needed for the definitions of δα and δβ, read

Σadd
H0h0(p2) =

g2sβ−αcβ−α
32π2c2

W

(
p2 − m2

H0 +m2
h0

2

){[
B0(p2;m2

Z ,m
2
A0)−B0(p2;m2

Z ,m
2
Z)
]

+ 2c2
W

[
B0(p2;m2

W ,m
2
H±)−B0(p2;m2

W ,m
2
W )
]}

, (4.159)

Σadd
G0A0(p2) =

g2sβ−αcβ−α
32π2c2

W

(
p2 − m2

A0

2

)[
B0(p2;m2

Z ,m
2
H0)−B0(p2;m2

Z ,m
2
h0)
]
, (4.160)

Σadd
G±H±(p2) =

g2sβ−αcβ−α
16π2

(
p2 − m2

H±

2

)[
B0(p2;m2

W ,m
2
H0)−B0(p2;m2

W ,m
2
h0)
]
. (4.161)

The only freedom in the definition of the angle counterterms through the PT arises in the
choice of scale at which the self-energies are evaluated, which is nothing else than the definition
of what finite parts the angle counterterms will contain. If one sticks to the on-shell approach,
a suitable scale would be the masses of the scalar bosons. We will refer to this scheme as OS-
pinched scheme. A look at the momentum dependence of the additional terms in Eqs. (4.159)
– (4.161) suggests another scale, namely

p2
∗ =

m2
φ1

+m2
φ2

2
. (4.162)

This sum of mass squares scale is especially convenient, since all additional terms vanish at
p2 = p2

∗. In reference to [100], we refer to this choice of scale as the p∗-pinched scheme. In
summary, the angle counterterms for both schemes explicitly read:

Alternative tadpole scheme, OS-pinched

δα =
Re
[ [

Σtad
H0h0(m2

H0) + Σtad
H0h0(m2

h0)
]
ξ=1

+ Σadd
H0h0(m2

H0) + Σadd
H0h0(m2

h0)
]

2
(
m2
H0 −m2

h0

) , (4.163)

δβ(1) = −
Re
[ [

Σtad
G0A0(m2

A0) + Σtad
G0A0(0)

]
ξ=1

+ Σadd
G0A0(m2

A0) + Σadd
G0A0(0)

]
2m2

A0

, (4.164)

δβ(2) = −
Re
[ [

Σtad
G±H±(m2

H±) + Σtad
G±H±(0)

]
ξ=1

+ Σadd
G±H±(m2

H±) + Σadd
G±H±(0)

]
2m2

H±
. (4.165)

Alternative tadpole scheme, p∗-pinched

δα =
1

m2
H0 −m2

h0
Re

[
Σtad
H0h0

(
m2
H0 +m2

h0

2

)]
ξ=1

, (4.166)

δβ(1) = − 1

m2
A0

Re

[
Σtad
G0A0

(
m2
A0

2

)]
ξ=1

, (4.167)

δβ(2) = − 1

m2
H±

Re

[
Σtad
G±H±

(
m2
H±

2

)]
ξ=1

. (4.168)

The angle counterterms in the pinched schemes are per construction manifestly gauge-in-
dependent, although a look at Eqs. (4.163) – (4.168) might suggest the opposite, since the
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Feynman-’t Hooft gauge is emphasized in the definition of the angle counterterms. This how-
ever is a direct result of the application of the PT. In App. C, it is discussed that the pinched
self-energy is the result of adding all pinch parts to the usual self-energy Σtad calculated in
general Rξ gauge. The parts on the right-hand side of Eq. (4.158) are exactly the parts that
remain after all gauge-dependences have been cancelled. In that sense, the emphasis of the
Feynman-’t Hooft gauge is not a result of choosing a specific gauge, but rather the outcome
of the cancellation of the gauge-dependences. Additionally, it shows the deep connection
between the PT and the background field method (BFM) [101–104] for a specific choice of
background-field gauge-fixing-parameters [93], cf. App. B.

The usage of the PT for the calculation of S-matrix elements has been discussed and critized
[105,106]. The major points of criticism include that

� the extension of the PT from one-loop to higher orders is neither unique nor trivial,

� the process-independence of the PT is not generally proven, but only shown for specific
examples,

� the PT is not generally applicable to all possible one-loop Green’s functions,

� the PT is technically involved.

The aforementioned papers suggest to use the BFM instead of the PT in order to avoid
these problems from the start, since the BFM is by construction applicable to all orders of
perturbation theory. Additionally, it serves as a generalization of the PT and delivers an
infinite set of possible vertex functions fulfilling QED-like Ward identities [105]. Since this
criticism affects our choice of using the pinched schemes for renormalizing the scalar mixing
angles, we want to discuss the points mentioned above.

Within the scope of this thesis, we deal with the gauge-independent renormalization of the
angle counterterms only at the one-loop level. While the extension of the PT to the two-loop
level and above is of no interest for us, it should be mentioned that the PT has been applied
not only at two-loop level for the SM [107], but an unambiguous generalization to all orders of
perturbation theory in the electroweak sector for the SM has been presented, as well [93,108].

The process-independence of the PT is indeed not proven in general, which has to be accepted
as one of the major weak points when using the technique. While the gauge-independence
of the pinched self-energies is ensured by the BRST symmetry [93], a process-dependence of
the PT might result in different forms of the additional gauge-independent terms presented
in Eqs. (4.159) – (4.161). However, the PT was applied to a variety of different toy processes,
so far yielding a universal result [109]. As a consequence, the process-independence of the
PT is postulated until falsified with a suitable counter-example.

Lastly, the PT is indeed technically involved even at the one-loop level, especially when dealing
with the CP-odd and charged scalar sector of the 2HDM, but nevertheless, it is possible to
unambiguously derive the pinched scalar self-energies, as presented in App. C. While the
PT might not be suitable for deriving all possible gauge-invariant Green’s functions, it is
applicable to the scalar sector of the 2HDM. In conclusion, the PT can be used for an
unambiguous manifestly gauge-independent definition of the mixing angle counterterms at
the one-loop level.

It should be mentioned that the BFM has some drawbacks on its own. If one considers the
calculation of current correlation functions or Wilson loops, the BFM cannot be applied [93].
The PT on the other hand is suitable for such calculations and delivers unambiguous results
[95,110].
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Figure 4.5.: NLO virtual corrections to the decays A0 −→ τ+ τ−. The one-loop
amplitude A1loop

A0ττ
consists of all virtual vertex corrections AVC

A0ττ , the vertex counterterm

ACT
A0ττ as well as the external leg corrections Aleg,i

A0ττ
(i = 1, ..., 5).

Additionally, while the BFM provides n-point functions that are manifestly gauge-invariant
(i.e. they fulfill tree-level-like Ward identities), they are still gauge-dependent, since the n-
point functions contain an explicit dependence on the background-field gauge-fixing-parameter.
In theories with spontaneous symmetry breaking, this dependence induces unphysical thresh-
olds in the BFM Green’s functions for any other background-field gauge than the Feynman-
’t Hooft gauge. But in this gauge, the BFM Green’s functions usually coincide with the PT
Green’s functions [93].

As a conclusion, the PT and the BFM should not be considered as two rivaling approaches
of defining gauge-invariant Green’s functions, but rather as complementary tools. If the PT
Green’s functions coincide with the BFM Green’s functions for the Feynman-’t Hooft gauge of
the background-fields, which has to be checked explicitly for any possible Green’s function [93],
then the PT automatically adopts all desirable properties of the BFM Green’s functions,
e.g. process-independence and gauge-invariance, since these properties are independent of
the choice of the gauge-fixing-parameter within the BFM framework [106]. The connection
between the Green’s functions in the PT and the BFM has been analyzed in detail in QCD
[111], in the electroweak theory of the SM [93,97] and in the MSSM [100,112].

4.8.4. Process-Dependent Scheme

The last renormalization scheme of the scalar mixing angles presented in the scope of this
thesis is a process-dependent scheme. The main motivation for such a renormalization scheme
is the fact that the definition of the mixing angles over a process allows for a more physical
interpretation of the otherwise unphysical (i.e. unobservable) mixing angles. In this sense,
the process-dependent scheme is analogous to the renormalization of the electric charge in
the Thomson limit in Sec. 4.5.

Within the MSSM, a definition of the angle counterterm δβ via the process H+ −→ τ+ ντ
was proposed in order to decouple the definition of the counterterm from the vevs of the scalar
potential [113]. However, this process has the disadvantage of containing IR divergences which
need to be combined with real corrections in order to gain an IR-finite result. Due to the
tight connection of the process with the underlying SU(2)L symmetry, the IR-divergent and
UV-divergent parts of the one-loop amplitude are intertwined. Thus, the definition of the
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Figure 4.6.: All NLO vertex corrections to the decays A0 −→ τ+ τ−. All virtual
vertex corrections AVC

A0τ+τ− are shown, grouped by their topological structure. The diagrams
contain contributions from fermions F , scalar bosons S and gauge bosons V . Diagrams
involving an internal photon contain IR divergences.

angle counterterm δβ over this process will contain IR-divergent parts. As a consequence, δβ
will depend on experimental cuts on the phase-space of the real photon emissions, cf. Sec. 5.3,
which is unacceptable [36].

In the 2HDM, the process H+ −→ W+ H0 was used as a process-dependent definition of
the combination of mixing angle counterterms δ(β − α) in the approximation of heavy top
and bottom quarks [114]. While such a scheme works fine as long as the one-loop vertex
corrections contain only the top and bottom quarks, it introduces the same difficulty as the
process mentioned above as soon as the full electroweak vertex corrections are taken into
account. In that case, the definition of δ(β−α) would again necessarily contain IR-divergent
parts.

What has instead been proposed in [36] is the definition of δβ over the process A0 −→ τ+ τ−.
While in the paper the process is considered within the MSSM, we will adopt the scheme
in order to renormalize δβ in the 2HDM. The process has the advantage that the QED
corrections form a UV-finite subset by themselves. Since it is exactly the QED subset of the
amplitude that contains the IR divergences, the idea is to isolate the purely weak corrections
from the QED corrections and only use the former for the process-dependent definition of the
angle counterterm.

We consider the on-shell process A0 −→ τ+ τ−. Using the generic notation of Chapter 3,
we denote with ū(p3) the adjoint spinor of the outgoing τ− with momentum p3 and spin s3

and with v(p2) the spinor of the outgoing τ+ with momentum p2 and spin s2. The LO decay
amplitude is given by

ALO
A0ττ =

iemτY3

2mW sW
ū(p3)γ5v(p2) . (4.169)

The factor Y3 contains the Yukawa coupling as given in Sec. 8.2 whose specific form depends
on the 2HDM type that is chosen. In order to calculate the LO partial decay width, we insert
the LO amplitude into Eq. (3.3). The spin configuration of the fermions in the final state is
of no interest for us, therefore, we use the spin sum [5]∑

s2,s3

ū(p3)γ5v(p2)v̄(p2)(−γ5)u(p3) = Tr
[
−(/p2

−mτ )γ5(/p3
+mτ )γ5

]
= 2m2

A0 (4.170)
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to sum over all degrees of freedom. Inserting the LO amplitude into Eq. (3.7) and using this
spin sum yields the LO partial decay width of the process A0 −→ τ+ τ−:

ΓLO
A0ττ =

g2Y 2
3 m

2
τmA0

32πm2
W

√
1− 4m2

τ

m2
A0

. (4.171)

At NLO, the one-loop amplitude consists of all virtual vertex corrections AVC
A0ττ , the vertex

counterterm ACT
A0ττ and all virtual external leg corrections Aleg,i

A0ττ
(i = 1, ..., 5) as shown in

Fig. 4.5. The first three external leg corrections vanish due to the on-shell renormalization
conditions presented in Sec. 4.5 and Sec. 4.6. The fourth external leg corrections vanishes
due to CP-conservation for the on-shell A0 boson and the fifth correction vanishes because of
a Slavnov-Taylor identity [115]. Hence, the one-loop amplitude consists of the virtual vertex
corrections and the vertex counterterm. In both amplitudes, the LO amplitude of Eq. (4.169)
factorizes out, yielding

A1loop
A0ττ

= AVC
A0ττ +ACT

A0ττ = ALO
A0ττ

[
FVC
A0ττ + FCT

A0ττ

]
. (4.172)

The form factor FVC
A0ττ of the vertex corrections is determined by the sum of the diagrams

shown in Fig. 4.6, while the form factor of the vertex counterterm has the explicit form [52,79]

FCT
A0ττ =

δg

g
+
δmτ

mτ
− δm2

W

2m2
W

+
1 + Y 2

3

Y3
δβ +

δZA0A0

2
− 1

Y3

δZG0A0

2
+
δZL

ττ

2
+
δZR

ττ

2
. (4.173)

Note that we demand that both form factors contain contributions from the weak sector
only [36], meaning that for the definition of the counterterms δmτ , δZL

ττ and δZR
ττ , the self-

energy diagram of Fig. 4.7 (a) has to be excluded, while for the vertex corrections, the diagram
of Fig. 4.7 (b) is omitted. The sum of these diagrams contains all IR divergences of the
process and forms a UV-finite subset in Eq. (4.172), which has been checked analytically and
numerically. Therefore, this subset can be omitted without spoiling the overall UV-finiteness
of the process, thus removing all IR divergences from the amplitude.

Inserting the LO and one-loop amplitude into Eq. (3.12) yields the NLO partial decay width,
which simplifies due to the fact that the LO amplitude factorizes completely:

ΓNLO,weak
A0ττ

= ΓLO
A0ττ

(
1 + 2 Re

[
FVC
A0ττ + FCT

A0ττ

])
. (4.174)

The superscript “weak” indicates that the form factors contain contributions from the weak
sector only, with all QED contributions being omitted. The counterterm δβ can be defined
via the process by demanding that the one-loop contributions to the partial decay width shall
vanish, so that

ΓLO
A0ττ

!
= ΓNLO,weak

A0ττ
(4.175)
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Figure 4.8.: NLO virtual corrections to the decays H0 −→ τ+ τ−. The one-loop
amplitude A1loop
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consists of all virtual vertex corrections AVC
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holds. Inserting Eqs. (4.173) and (4.174) into this renormalization condition allows us to solve
for the angle counterterm:

δβ =
−Y3

1 + Y 2
3

[
FVC
A0ττ +

δg

g
+
δmτ

mτ
− δm2

W

2m2
W

+
δZA0A0

2
− 1

Y3

δZG0A0

2
+
δZL

ττ

2
+
δZR

ττ

2

]
. (4.176)

In contrast to the MSSM, where only the mixing angle β needs to be renormalized, the 2HDM
requires an additional process in order to fix the angle counterterm δα. Following the same
arguments as above, we choose the decay H0 −→ τ+ τ−, since the QED contributions form
a UV-finite subset in this process as well. The LO amplitude of the decay is given by

ALO
H0ττ =

−emτY2

2mW sW
ū(p3)v(p2) , (4.177)

where Y2 is the Yukawa coupling constant defined in Sec. 8.2. For the calculation of the LO
partial decay width, we use the spin sum [5]∑

s2,s3

ū(p3)v(p2)v̄(p2)u(p3) = Tr
[
(/p2
−mτ )(/p3

+mτ )
]

= 2m2
H0 − 8m2

τ . (4.178)

Inserting the LO amplitude into Eq. (3.7) and using the spin sum, the LO partial decay width
explicitly reads

ΓLO
H0ττ =

g2Y 2
2 m

2
τmH0

32πm2
W

(
1− 4m2

τ

m2
A0

)3/2

. (4.179)

Analogous to the decay of the pseudoscalar Higgs boson A0, the one-loop amplitude of the
process H0 −→ τ+ τ− consists of the virtual vertex corrections, the vertex counterterm and
virtual external leg corrections, all shown in Fig. 4.8. The latter vanish completely due to
the same reasons as for the external leg corrections of the process A0 −→ τ+ τ−, and again,
the LO amplitude factorizes from the vertex corrections as well as the counterterm, giving:

A1loop
H0ττ

= AVC
H0ττ +ACT

H0ττ = ALO
H0ττ

[
FVC
H0ττ + FCT

H0ττ

]
. (4.180)
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Figure 4.9.: All NLO vertex corrections to the decays H0 −→ τ+ τ−. All virtual
vertex corrections AVC

H0τ+τ− are shown, grouped by their topological structure. The diagrams
contain contributions from fermions F , scalar bosons S and gauge bosons V . Diagrams
involving an internal photon contain IR divergences.

The form factor of the vertex corrections, FVC
H0ττ , has to be determined via the calculation of

all diagrams shown in Fig. 4.9, while the form factor of the counterterm explicitly reads [52,79]

FCT
H0ττ =

δg

g
+
δmτ

mτ
− δm2

W

2m2
W

+
Y1

Y2
δα+ Y3δβ +

δZH0H0

2
+
Y1

Y2

δZh0H0

2

+
δZL

ττ

2
+
δZR

ττ

2
,

(4.181)

with the Yukawa coupling Y1 being defined in Sec. 8.2. The counterterm δβ appearing in the
vertex counterterm is fixed through Eq. (4.176). As it was the case for the previous process, we
exclude all QED contributions to the one-loop amplitude [36], meaning that for the definitions
of δmτ , δZL

ττ and δZR
ττ , the self-energy in Fig. 4.7 (a) has to be excluded, while the vertex

corrections do not contain the diagram in Fig. 4.7 (c). Applying the renormalization condition

ΓLO
H0ττ

!
= ΓNLO,weak

H0ττ
(4.182)

allows for a process-dependent definition of the scalar mixing angle by solving for δα. In
summary, the two angle counterterms read:

Standard / alternative tadpole scheme

δβ =
−Y3

1 + Y 2
3

[
FVC
A0ττ +

δg

g
+
δmτ

mτ
− δm2

W

2m2
W

+
δZA0A0

2
− 1

Y3

δZG0A0

2
+
δZL

ττ

2
+
δZR

ττ

2

]
,

(4.183)

δα =
−Y2

Y1

[
FVC
H0ττ +

δg

g
+
δmτ

mτ
− δm2

W

2m2
W

+ Y3δβ +
δZH0H0

2
+
Y1

Y2

δZh0H0

2
+
δZL

ττ

2
+
δZR

ττ

2

]
.

(4.184)

The headline in the box indicates that the definition of δα and δβ is valid for both the standard
and the alternative tadpole scheme. So far, we did not specify which tadpole scheme is used
for the process-dependent definition of the angle counterterms. The form factors FVC

A0ττ and
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FVC
H0ττ of the virtual vertex corrections are invariant under a change of the tadpole scheme,

cf. Sec. 4.6. However, the counterterms δmτ , δm2
W , δZG0A0 and δZh0H0 depend on the chosen

scheme and as a consequence, the actual expressions appearing in δα and δβ change with the
chosen tadpole scheme as well. The form of the angle counterterms stated in Eqs. (4.183)
and (4.184) is kept in a generic way, so that the choice of tadpole scheme is kept implicit
through the actual form of the counterterms δmτ , δm2

W , δZG0A0 and δZh0H0 appearing in
those equations.

After having derived the explicit forms of δα and δβ, we want to discuss their gauge-
dependence. Since these counterterms are defined over a physical process, one might in-
tuitively assume that they should be manifestly gauge-independent. This is the case for δβ,
as it was already mentioned in [36]. The form of δβ changes when switching from the standard
to the alternative tadpole scheme, and with the change of the scheme, some of the countert-
erms in the definition of δβ receive additional gauge-dependent contributions. However, the
combination of counterterms in Eq. (4.183) is such that all gauge-dependent parts precisely
cancel. Therefore, the identity

δβ = δβ|ξ=1 (4.185)

holds for all gauge-fixing-parameters ξ ∈ {ξW , ξZ , ξγ} and independently of the tadpole
scheme that is chosen, so that the gauge-independence becomes manifest. This has been
checked both analytically and numerically.

The gauge-dependence of δα on the other hand differs in the two tadpole schemes. In the stan-
dard tadpole scheme, the definition of δα in Eq. (4.184) contains a residual gauge-dependence
which is not cancelled. Explicitly, the gauge-dependence in this scheme reads

δαsta = δαsta
∣∣
ξ=1
− (1− ξW )

Λ5m
2
W cβ−αsβ−α

16π2(m2
H0 −m2

h0
)
αW − (1− ξZ)

Λ5m
2
Zcβ−αsβ−α

32π2(m2
H0 −m2

h0
)
αZ , (4.186)

with the superscript“sta” indicating the standard tadpole scheme. Note that this is equivalent
to the second line of the gauge-dependence of δα in Kanemura’s scheme, Eq. (4.156). The
fact that this line was cancelled in Kanemura’s scheme when switching from the standard to
the alternative tadpole scheme foreshadows what will happen when we consider the process-
dependent definition of δα in the alternative tadpole scheme. Indeed, the shift of the vevs in
the alternative scheme is such that all gauge-dependences in δα cancel, yielding

δαalt = δαalt
∣∣∣
ξ=1

, (4.187)

valid for all ξ ∈ {ξW , ξZ , ξγ}, with the superscript “alt” now indicating the alternative tadpole
scheme.

As a summary, the process-dependent definition of δβ is manifestly gauge-independent for
both tadpole schemes, while δα is gauge-independent if and only if the alternative tadpole
scheme is chosen. The fact that δα is gauge-dependent in the standard tadpole scheme
does not necessarily spoil the overall gauge-independence of the one-loop calculation. It just
means that the residual gauge-dependence in Eq. (4.186) must be cancelled by other gauge-
dependences within the one-loop amplitude. That this is in fact the case will be discussed in
Sec. 5.4, Sec. 6.3 and Sec. 7.3 for three different processes.

4.9. Renormalization of Λ5

The last missing parameter of the 2HDM parameter set in Eq. (2.58) that needs to be renor-
malized is Λ5, appearing in the scalar sector of the 2HDM, i.e. in Higgs-to-Higgs decays. One
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such decay will be considered in Chapter 7. At NLO, the bare parameter is split up according
to

Λ5,0 = Λ5 + δΛ5 . (4.188)

Similarly to the mixing angles, the renormalized Λ5 is a residual parameter of the potential
and as such, it has no physical meaning in the sense of e.g. masses. Therefore, there is no
intuitive way of fixing the counterterm δΛ5 through an on-shell condition. In the following,
we present three different renormalization schemes for Λ5.

4.9.1. MS Scheme

Fixing the parameter δΛ5 over an MS condition is analogous to the MS condition of the
scalar mixing angles presented in Sec. 4.8.1. Such a renormalization scheme for δΛ5 has been
adopted e.g. in [56]12.

The counterterm δΛ5 is chosen such that it cancels any residual UV divergence in a one-
loop amplitude. Since we consider an MS scheme instead of an MS scheme, this means that
the remaining terms proportional to ∆, as defined in Eq. (4.4), will be absorbed in δΛ5, thus
leading to a UV-finite NLO amplitude. We will not state the explicit form of the counterterm,
since it is rather lengthy, and use instead the symbolic notation

Standard / alternative tadpole scheme

δΛ5 = δΛ5(∆)
∣∣
MS

, (4.189)

where the right-hand side of the equation indicates all terms proportional to ∆ that are
necessary to cancel the dependence on ∆ of the rest of the amplitude.

The gauge-dependence of δΛ5 depends on the tadpole scheme that is chosen. Since the count-
erterm is directly proportional to ∆ and thus contains no UV-finite parts per definition, any
gauge-dependence in δΛ5 manifests itself in the UV-divergent part of the counterterm. When
considering the gauge-dependence of the Higgs-to-Higgs decay amplitude in Sec. 7.3, we will
realize that the residual amplitude without δΛ5 contains gauge-dependent UV-finite and UV-
divergent parts within the standard tadpole scheme. Consequently, the pure MS condition
of δΛ5 cannot cancel the UV-finite gauge-dependent parts and has to be modified to contain
those terms as well in order to yield a gauge-independent NLO amplitude. If instead the
alternative tadpole scheme is chosen, then the MS condition will lead to a manifestly gauge-
independent definition of δΛ5.

4.9.2. Improved MS Scheme

While the renormalization of the parameter Λ5 in an MS scheme works fine with respect to
the cancellation of all UV divergences, it could lead to numerical instability, as it was the case
for the mixing angle counterterms if defined over an MS condition, cf. Sec. 4.8.1. In Chapter
7, we will consider the 2HDM decay process H0 −→ h0 h0 that involves δΛ5 at NLO. As
it will turn out in the numerical evaluation of the process in Sec. 8.5, the MS condition of
Λ5 can be considered numerically stable if the standard tadpole scheme is chosen. However,
a change to the alternative tadpole scheme will reveal that the MS scheme for δΛ5 is not a
suitable scheme, since it leads to numerical instability.

12Note that in this paper, the soft-Z2-breaking mass M of Eq. (2.37) is renormalized instead of the parameter
Λ5. However, both parameters are proportional to each other according to Eq. (A.4).
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As soon as we look at the NLO decay amplitude of the Higgs-to-Higgs decay in Sec. 7.2, we
will realize that the whole amplitude is not invariant under a shift of the vevs when changing
from the standard to the alternative tadpole scheme if Λ5 is renormalized in the usual MS
approach. Since δΛ5 is renormalized by an MS condition, containing only UV-divergent
parts, the UV-finite part of δΛ5 is unaffected by the shifts of the vevs and still equals zero
after the shifts have been performed. Since the residual amplitude, with δΛ5 being set to
zero, will receive large UV-finite terms through the A0 integrals contained in Eq. (4.57) when
performing the shift, this means that these large additional contributions cannot be cancelled
by the counterterm δΛ5 in a pure MS scheme.

Therefore, we will improve the MS condition in a way that is consistent within the internal
relations of the 2HDM, so that the scheme can be considered numerically stable even within
the alternative tadpole treatment. To that end, we use Eqs. (2.43) and (A.4) in order to
express the parameter Λ5 through mW , g, β and the parameter m12 of the 2HDM potential
given in Eq. (2.7), noting that the angle β appearing in this expression has to be considered
as defined over the ratio of the vevs, cf. Eq. (2.35), but not as a mixing angle:

Λ5 =
g2m2

12

m2
W s2β

. (4.190)

In order to consider the shifts that δΛ5 receives when changing from the standard to the
alternative tadpole scheme, we use not only δΛ5 as a purely MS defined counterterm, but
we include the counterterms δm2

W , δβ and δg which appear in Eq. (4.190) when changing
from LO to NLO13. Consequently, the MS counterterm δΛ5 in the alternative tadpole scheme
explicitly reads

Alternative tadpole scheme

δΛ5 = δΛ5(∆)
∣∣
MS

+ Λ5

[
2
δg

g
− 2c2β

s2β
δβ − δm2

W

m2
W

]
. (4.191)

Through the appearance of the counterterms δg, δβ and δm2
W , the large contributions ap-

pearing in the NLO amplitude when changing from the standard to the alternative tadpole
scheme are cancelled, leading to a numerically stable result. The term δΛ5(∆)

∣∣
MS

is defined
to cancel any residual UV-divergent parts in the NLO amplitude. The counterterm δβ can
be chosen to be defined in the gauge-independent pinched scheme of Sec. 4.8.3 and all other
counterterms appearing in Eq. (4.191) are all gauge-independent in the alternative tadpole
scheme, as well. Therefore, δΛ5 is manifestly gauge-independent if the residual UV divergence
of the amplitude is gauge-independent. That this is the case will be discussed in Sec. 7.3.

4.9.3. Process-Dependent Scheme

In order to define the counterterm in a more physical way, it is possible to use a process to fix
δΛ5. Demanding the decay process to occur on-shell, the scalar sector of the 2HDM provides
four processes14 that can be used to fix δΛ5:

H0 −→ h0 h0 ,

H0 −→ H+ H− ,

h0 −→ A0 A0 ,

H0 −→ A0 A0 .

(4.192)

13By choosing m2
12 instead of Λ5 as our independent parameter, we could have avoided this problem from the

start. Nevertheless, we stick to Λ5 since this parameter is included in the 2HDM model file in FeynArts.
14A fifth 2HDM process, namely h0 −→ H+ H−, is ruled out on-shell, since experimental data restrict the

scalar masses to mH± > mh0 , see e.g. [116] for a type II 2HDM.
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Figure 4.10.: NLO virtual corrections to the decays H0 −→ A0 A0. The one-loop
amplitude A1loop

H0A0A0 consists of all virtual vertex corrections AVC
H0A0A0 , the vertex counterterm

ACT
H0A0A0 as well as the external leg corrections Aleg,i

H0A0A0 (i = 1, ..., 5).

The first process is the one we want to renormalize in Chapter 7, therefore we cannot use
it in order to fix the counterterm of Λ5. The second process should be avoided due to the
appearance of IR divergences, while the third gives a very strict kinematical bound to the
mass of the pseudoscalar Higgs boson A0. Therefore, we will use the decay H0 −→ A0 A0

as the least-restrictive process in order to fix δΛ5.

The LO decay amplitude of the process is given by the coupling constant of the heavy Higgs
H0 to the two CP-odd Higgses A0, which reads

ALO
H0A0A0 = gH0A0A0 = − g

2mW

[
cβ−α(2m2

A0 −m2
H0) +

sα+β

s2β

(
2m2

H0 − 4
m2
W

g2
Λ5

)]
. (4.193)

The LO partial decay width is determined by inserting this amplitude into Eq. (3.7). The
scalar particles of the process have no additional degrees of freedom. However, the two final
A0 bosons are indistinguishable, therefore the statistical factor S = 1/2 has to be considered.
This yields the LO partial decay width

ΓLO
H0A0A0 =

|gH0A0A0 |2
32πmH0

√
1− 4m2

A0

m2
H0

. (4.194)

At NLO, the one-loop amplitude consists of all contributions shown in Fig. 4.10. The first
three virtual external leg corrections vanish due to the on-shell renormalization of the scalar
fields, presented in Sec. 4.7, while the last two leg corrections vanish due to a Slavnov-Taylor
identity [115]. Therefore, the full one-loop amplitude is given by:

A1loop
H0A0A0 = AVC

H0A0A0 +ACT
H0A0A0 . (4.195)

The virtual vertex corrections AVC
H0A0A0 are the sum of all diagrams shown in Fig. 4.11.

Note that the last four tadpole diagrams have to be included only if one chooses to use
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Figure 4.11.: All NLO vertex corrections to the decays H0 −→ A0 A0. All virtual
vertex corrections AVC

H0A0A0 are shown, grouped by their topological structure. The diagrams
contain contributions from fermions F , scalar bosons S and gauge bosons V . The tadpole
diagrams are included only if the alternative tadpole scheme is chosen.

the alternative tadpole scheme. Otherwise, they are omitted. In order to derive the vertex
counterterm, we introduce the two Higgs couplings

gh0A0A0 = − g

2mW

[
sβ−α(2m2

A0 −m2
h0) +

cα+β

s2β

(
2m2

h0 − 4
m2
W

g2
Λ5

)]
, (4.196)

gH0G0A0 = −g sβ−α
2mW

(m2
A0 −m2

H0) . (4.197)

The counterterm is generated from the relevant part of the bare Lagrangian that, after the
field renormalization has been performed, is proportional to the renormalized fields H0A0A0,

Lint,rel =
−igh0A0A0

2!
h0

0A
0
0A

0
0 +
−igH0A0A0

2!
H0

0A
0
0A

0
0 +
−igH0G0A0

1!
H0

0G
0
0A

0
0

NLO≈
[−igh0A0A0

2!

δZh0H0

2
+
−igH0A0A0

2!

(
δZA0A0 +

δZH0H0

2

)
+
−igH0G0A0

1!

δZG0A0

2

]
H0A0A0 .

(4.198)
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In order to derive the counterterm, we perform a functional derivative,

δ

δH0

δ

δA0

δ

δA0
(iLint,rel) (4.199)

and add to it the counterterm of the tree-level coupling,

δgH0A0A0 =

(
gH0A0A0 − 4mWΛ5

g

sα+β

s2β

)[
δg

g
− δm2

W

2m2
W

]
− g

2mW

[(
2sα+β

s2β
− cβ−α

)
δm2

H0 + 2cβ−αδm
2
A0 −

4m2
W sα+β

g2s2β
δΛ5

+

(
sβ−α(2m2

A0 −m2
H0) +

cα+β

s2β

(
2m2

H0 −
4m2

WΛ5

g2

))
δα

+

(
−sβ−α(2m2

A0 −m2
H0) +

(
cα+β

s2β
− 2sα+βc2β

s2
2β

)(
2m2

H0 −
4m2

WΛ5

g2

))
δβ

]
.

(4.200)

In total, the full vertex counterterm to the process H0 −→ A0 A0 at NLO reads:

ACT
H0A0A0 = gh0A0A0

δZh0H0

2
+ gH0A0A0

(
δZA0A0 +

δZH0H0

2

)
+ gH0G0A0δZG0A0

+ δgH0A0A0 .

(4.201)

The NLO partial decay width is now given by inserting the virtual vertex corrections and the
counterterm into Eq. (3.12):

ΓNLO
H0A0A0 = ΓLO

H0A0A0 +
λ
(
m2
H0 ,m

2
A0 ,m

2
A0

)
32πm3

H0

2 Re
[(
ALO
H0A0A0

)∗A1loop
H0A0A0

]
. (4.202)

In order to fix the counterterm δΛ5, we use the process-dependent renormalization condition

ΓLO
H0A0A0

!
= ΓNLO

H0A0A0 , (4.203)

which finally translates to the definition of the counterterm:

Standard / alternative tadpole scheme

δΛ5 = − gs2β

2mW sα+β
Re
[
AVC
H0A0A0 +

[
ACT
H0A0A0

]
δΛ5=0

]
. (4.204)

The gauge-dependence of the counterterm of Λ5 depends not only on the chosen tadpole
scheme, but additionally, on the choice of renormalization scheme of the angle counterterms
δα and δβ. Using the alternative tadpole scheme and e.g. one of the pinched schemes of
Sec. 4.8.3 or the process-dependent definition of the angle-counterterms presented in Sec. 4.8.4,
the definition of δΛ5 in Eq. (4.204) becomes manifestly gauge-independent, which has been
checked numerically.

In the standard tadpole scheme, δΛ5 is gauge-dependent. Due to the complicated structure of
the scalar self-interactions in the 2HDM, the explicit form of the gauge-dependence is rather
intricate and will thus not be presented here.
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4.10. Renormalization of the Gauge-Fixing Lagrangian

For the renormalization of the gauge-fixing Lagrangian in Eq. (2.55), we follow the arguments
presented in [79]. In the SM, the scalar Lagrangian produces a kinetic term of the form
imW (∂µW−µ )G+, which spoils the proper definition of the propagators of the charged sector.
However, the mixing term arising from the gauge-fixing Lagrangian contains a term of the
form −imW (∂µW−µ )G+, which precisely cancels the one from the scalar Lagrangian. In the
SM, this cancellation holds for the bare and the renormalized Lagrangian, to all orders in
perturbation theory.

In the 2HDM however, the situation changes, since (4.113) introduces a mixing of the charged
scalar doublet when the fields are renormalized. If the same approach as in the SM is applied
to the 2HDM, the terms arising in the gauge-fixing and scalar Lagrangian would cancel against
each other again. However, this would also cancel a counterterm that is necessary for the
W+H+ two-point correlation function to vanish on-shell [79,91].

To circumvent this problem, it is possible to consider the gauge-fixing Lagrangian of Eq. (2.55)
as being already renormalized, i.e. to contain only renormalized fields [117]. Doing so ensures
that the mixing terms of the scalar Lagrangian still produce the necessary counterterm for the
W+H+ propagator to vanish on-shell, while the other non-mixing terms in the renormalized
fields cancel against each other again. The same arguments hold for the CP-odd sector, as
well. As a consequence, the vanishing of the on-shell W+H+ and Z0A0 propagators can be
expressed through the use of Slavnov-Taylor identities [115].



CHAPTER 5

The Decays H+ −→ W+ h0/H0 at Next-to-Leading Order

The decays H+ −→ W+ h0/H0 at NLO have been discussed extensively in [91], where the
full electroweak corrections were calculated in Feynman-’t Hooft gauge and different renor-
malization schemes were presented. Among those renormalization schemes are Kanemura’s
scheme as well as an MS scheme. As discussed in Sec. 4.8.2, the former scheme is explic-
itly gauge-dependent, while the latter is numerically unstable in most cases, cf. Sec. 4.8.1.
Therefore, the task is to implement the other renormalization schemes from Sec. 4.8.3 and
Sec. 4.8.4 that are both gauge-independent, and check for numerical stability. In order to
compare these schemes with results presented in [91], the decays H+ −→ W+ h0/H0 are
considered within the scope of this thesis, as well.
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Figure 5.1.: NLO virtual corrections to the decays H+ −→ W+ h0/H0. The one-

loop amplitudeA1loop
H+W+h0/H0 consists of all virtual vertex correctionsAVC

H+W+h0/H0 , the vertex

counterterm ACT
H+W+h0/H0 as well as external leg corrections Aleg,i

H+W+h0/H0 (i = 1, ..., 4).



66 5. The Decays H+ −→ W+ h0/H0 at Next-to-Leading Order

5.1. The Partial Decay Width at LO

At LO, the decay amplitudes are given by the application of the Feynman rules for the scalar-
scalar-vector vertices of the 2HDM. Using the generic notation of Sec. 3.1, we refer to p1 as
the momentum of the incoming H+, p2 as the momentum of the outgoing W+ boson and p3

as the momentum of the Higgs bosons h0/H0, depending on the process that is chosen. As
a vector boson, the W+ has additional degrees of freedom in the form of the polarization λ2,
which is accounted for with a polarization vector ε∗2 := ε∗λ2(p2). The LO decay amplitudes
for the processes H+ −→ W+ h0/H0 are given by [79]

ALO
H+W+h0 =

−g cβ−α
2

(p1 + p3)µ ε∗2,µ

= −g cβ−α (p1 · ε∗2) ,
(5.1)

ALO
H+W+H0 =

g sβ−α
2

(p1 + p3)µ ε∗2,µ

= g sβ−α (p1 · ε∗2) ,
(5.2)

where in the second line of both equations, we used the four-momentum conservation, Eq. (3.1),
as well as the transversality of the on-shell W+ boson, leading to p2 · ε∗2 = 0. In order to
calculate the LO partial decay width, we take the absolute square of the amplitudes and sum
over all degrees of freedom. Since the polarization of the W+ boson in the final state is of no
interest, the degrees of freedom can be summed up by using the polarization sum [5]∑

d.o.f.

(p1 · ε2) (p1 · ε∗2) = pµ1p
ν
1

∑
λ2

ε2,µε
∗
2,ν = pµ1p

ν
1

(
−gµν +

p2,µp2,ν

m2
W

)
=

1

4m2
W

λ2(m2
H± ,m

2
W , p

2
3) .

(5.3)

The statistical factor of the process is S = 1, since the W+ boson is distinguishable from the
CP-even Higgs bosons in the final state. Inserting the amplitudes into Eq. (3.7) and using
Eq. (5.3) gives the LO partial decay widths for both processes:

ΓLO
H+W+h0 =

g2c2
β−α

64πm2
Wm

3
H±

λ3(m2
H± ,m

2
W ,m

2
h0) , (5.4)

ΓLO
H+W+H0 =

g2s2
β−α

64πm2
Wm

3
H±

λ3(m2
H± ,m

2
W ,m

2
H0) . (5.5)

5.2. NLO Virtual Corrections

At next-to-leading order, the decay amplitude receives contributions from all virtual correc-
tions that appear at the one-loop level. Specifically, the amplitude is the sum of all virtual
vertex corrections, the counterterm and external leg corrections, as depicted in Fig. 5.1.

As it was mentioned in Sec. 3.2, the corrections to the external legs vanish in most cases. In
this case, the corrections Aleg,1

H+W+h0/H0 and Aleg,2
H+W+h0/H0 , which introduce a mixing of the

fields H+G+, h0H0 and H0h0, vanish according to the on-shell renormalization conditions
presented in Sec. 4.7. The amplitude Aleg,3

H+W+h0/H0 vanishes due to the transversality of the

external on-shell W+ boson and the last external leg correction Aleg,4
H+W+h0/H0 vanishes due to

a Slavnov-Taylor identity [115]. Therefore, the one-loop contribution to the decay amplitude
reduces to:

A1loop
H+W+h0/H0 = AVC

H+W+h0/H0 +ACT
H+W+h0/H0 . (5.6)
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Figure 5.2.: All NLO vertex corrections to the decays H+ −→ W+ h0/H0. All
virtual vertex corrections AVC

H+W+h0/H0 are shown, grouped by their topological structure.
The diagrams contain contributions from fermions F , scalar bosons S and gauge bosons V .

At the one-loop level, the vertex corrections consist of the sum of all diagrams shown in
Fig. 5.2. In order to apply the gauge-independent renormalization schemes presented in
Sec. 4.8 consistently and check for any residual gauge-dependence, the electroweak corrections
were calculated in general Rξ gauge. To this end, the amplitudes were automatically generated
with FeynArts 3.9 [55] and calculated with FeynCalc 8.2.0 [118], enabling a reduction of
the amplitudes to the well-known ’t Hooft-Veltman scalar integrals [119]. It turns out that
the LO amplitude, together with its Lorentz structure, factorizes from the sum of all vertex
corrections,

AVC
H+W+h0/H0 ≡ ALO

H+W+h0/H0 FVC
H+W+h0/H0 , (5.7)

where FVC
H+W+h0/H0 is the form factor of the vertex corrections. Note that some of the di-

agrams in Fig. 5.2 contain photons as internal particles of the loops. As it was mentioned
in Sec. 3.2, such diagrams give rise to IR divergences since the photon is a massless particle.
Consequently, the one-loop integrals involved in calculating the amplitudes to the respective
diagrams develop poles at vanishing loop momenta. In order to cancel these divergences, we
have to include real corrections, which is described in detail in Sec. 5.3.

Apart from real corrections, the only missing ingredient for the NLO amplitude is the vertex
counterterm. In both processes, the angle counterterms appear only in the form sβ−α or cβ−α,
resulting in the following NLO expansions:

δsβ−α ≈ cβ−α (δβ − δα) ,

δcβ−α ≈ −sβ−α (δβ − δα) .
(5.8)



68 5. The Decays H+ −→ W+ h0/H0 at Next-to-Leading Order

The counterterms for both processes are given by

ACT
H+W+h0 = ALO

H+W+h0

[
δg

g
+
δZWW

2
+
δZH+H+

2
+
δZh0h0

2

+
sβ−α
cβ−α

(
δZG+H+

2
− δZH0h0

2
+ δα− δβ

)]
≡ ALO

H+W+h0 FCT
H+W+h0 ,

(5.9)

ACT
H+W+H0 = ALO

H+W+H0

[
δg

g
+
δZWW

2
+
δZH+H+

2
+
δZH0H0

2

− cβ−α
sβ−α

(
δZG+H+

2
+
δZh0H0

2
+ δα− δβ

)]
≡ ALO

H+W+H0 FCT
H+W+H0 ,

(5.10)

where the vertex counterterm form factors FCT
H+W+h0/H0 have been introduced. Since the LO

amplitude factorizes from both the counterterms and the vertex corrections, the resulting NLO
width can be cast into a convenient form. By inserting Eq. (5.7) and the vertex counterterms
into Eq. (3.12) and using the polarization sum in Eq. (5.3) for integrating out all degrees of
freedom, we end up with the NLO partial decay width,

ΓNLO
H+W+h0/H0 = ΓLO

H+W+h0/H0

(
1 + 2 Re

[
FVC
H+W+h0/H0 + FCT

H+W+h0/H0

])
. (5.11)

So far, we did not specify the tadpole scheme that is used for the renormalization of the
processes. As it turns out, the decay H+ −→ W+ h0/H0 is tadpole-invariant. We already
discussed in Sec. 4.4.2 that the coupling constant gh0W−H+ is unaffected by the shift of
the vevs when turning from the standard to the alternative tadpole scheme. The same
argument is valid for the other coupling constant gH0W−H+ involving the heavy CP-even
Higgs. Therefore, the form factors FVC

H+W+h0/H0 of the vertex corrections are unaffected by
a change of the tadpole scheme, since the shifts of the vevs do not induce additional tadpole
diagrams.

On the other hand, the form factors FCT
H+W+h0/H0 of the vertex counterterms depend on the

tadpole scheme, since the individual counterterms contained in the second lines of Eqs. (5.9)
and (5.10) are not tadpole-invariant. However, their combination in the counterterm form
factors is such that all shifts in the counterterms precisely cancel, so that the form factors of
the counterterms are tadpole-invariant, as well1. Consequently, the virtual contributions to
the NLO partial decay widths of Eq. (5.11) are tadpole-invariant.

On a technical side note, special care has to be taken when calculating amplitudes for diagrams
containing internal photons if the calculation is performed in general Rξ gauge. The longitu-
dinal part of the photon propagator appearing in any gauge if ξγ 6= 1 is chosen, cf. Eq. (C.2),
introduces additional poles in the vertex corrections, which, when using FeynCalc, lead to
the appearance of scalar integrals

(1− ξγ)C0(0,m2
W ,m

2
W , 0, 0, ξWm

2
W ) (5.12)

which are numerically highly unstable2. The fact that these integrals appear proportional
to (1 − ξγ) makes it clear that this numerical instability is introduced by choosing not to

1This statement holds independently of the chosen renormalization scheme for the angle counterterms δα and
δβ. The shifts of the angle counterterms through the vev shifts is the same for all schemes presented in Sec. 4.8.

2It should be pointed out that this numerical instability is purely due to the structure of the scalar integral in
Eq. (5.12) and not a consequence of using a numerically unstable renormalization scheme.
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Figure 5.3.: Infrared divergent one-loop amplitude. Feynman diagram for an ampli-
tude contributing to the processes H+ −→ W+ h0/H0. Due to the internal massless photon,
the one-loop amplitude contains an IR divergence.

perform the calculation in Feynman-’t Hooft gauge. In order to check if the appearance of
these integrals is due to an undetected bug in FeynCalc or if it is an inevitable subtlety
introduced by the Rξ gauge itself, the vertex corrections were calculated independently by
the use of FormCalc 9.1 [120]. Although both programs do not give the same analytic result
for the diagrams involving internal photons, it turns out that FormCalc produces numerical
instabilities for these amplitudes as well. The appearance of these instabilities threatens the
success of performing calculations in Rξ gauge. However, the same integrals appear when
calculating the field strength renormalization constant δZWW in Rξ gauge, and as it turns
out, all integrals of the form of Eq. (5.12) cancel when summing up all vertex corrections and
the counterterms. Thus, for numerically checking individual amplitudes in Rξ gauge that
contain internal photons, one might as well set the C0 integrals in Eq. (5.12) to zero by hand
without modifying the final NLO amplitude, avoiding the problem of these unstable integrals
from the start.

5.3. IR Divergences and Real Corrections

The decay processes H+ −→ W+ h0/H0 contain charged particles in the initial and final
state. As it was mentioned at the end of Sec. 3.2, such processes introduce infrared divergences
in the vertex corrections as well as in the corresponding counterterms of the charged particles
at the one-loop level. The treatment of the IR divergences of the given processes has been
carried out in great detail in [91], therefore, we give only a brief overview of the procedure of
dealing with these divergences and adopt the result from the previous work, since it is needed
for a correct numerical evaluation of the decay processes.

Shown in Fig. 5.3 is one exemplary amplitude out of all possible virtual vertex corrections in
Fig. 5.2 that contain an internal photon. If we neglect the exact form of the amplitude and
focus only on the propagator structure, then the one-loop integral has the form∫

d4l

(2π)4

1

l2
[
(l + p1)2 −m2

H±

] [
(l + p1 − p3)2 − ξWm2

W

] . (5.13)

The photon is a massless particle, causing the one-loop amplitude to develop a pole at van-
ishing loop momentum, i.e. in the infrared regime. The photon is usually given a small but
non-vanishing mass Λ as a regulator, so that the one-loop integral gets modified to

regularized

−−−−−−−−→
∫

d4l

(2π)4

1

[l2 − Λ2]
[
(l + p1)2 −m2

H±

] [
(l + p1 − p3)2 − ξWm2

W

] . (5.14)

The IR pole is now shifted towards l2 → Λ2, enabling the calculation of the regularized one-
loop amplitude. The result contains terms of the form ln(Λ−2), which, for vanishing photon
mass Λ → 0, are an analytic quantization of the divergence of the integral. However, after
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Figure 5.4.: Real corrections to the decays H+ −→ W+ h0/H0 [91]. The real correc-
tions needed for the cancellation of all IR divergences consist of Bremsstrahlung diagrams for
the incoming H+ (a) and outgoing W+ (b), soft-photon emission from the G+W+γ-vertex
(c) and a soft-photon emission form a 2HDM-specific vertex (d).

carefully regularizing all IR divergences and combining them with the real corrections from
diagrams containing the emission of one soft photon, it is ensured by the Kinoshita-Lee-
Nauenberg (KLN) theorem [121, 122] that all divergences cancel against each other, so that
in the end, the limit Λ→ 0 can be taken without running into singularities.

The appearance of IR divergences is a very general phenomenon of a quantum field theory
[123] and not specific for the processesH+ −→ W+ h0/H0 that were considered here. In fact,
IR divergences can appear in every process that allows for the emission of additional photons
through higher-order corrections. Since photons are massless, they can have an arbitrarily
small energy, meaning that for any detector with an energy threshold ∆E, there will be an
arbitrary amount of photons with energies smaller than ∆E that escape detection [124].

In order to account for the impossibility to detect photons with energies below the detector
threshold, real corrections involving additional photons have to be taken into account, as
well. The emitted photons of these additional corrections are considered to be soft, i.e. they
have energies lower than ∆E. It is the sum of the virtual and real corrections that delivers
an IR-finite result [5]. Note that for the cancellation of IR divergence to be consistent, only
real corrections that correspond to the chosen order of perturbation theory are considered.

Applying this procedure to the processes H+ −→ W+ h0/H0 gives additional contributions
in the form of the Feynman diagrams shown in Fig. 5.4. The first three amplitudes, (a) to (c),
are Bremsstrahlung and G+W+ vertex diagrams, while the fourth, (d), is a 2HDM-specific
vertex that contributes at NLO to the partial decay width, as well. In order to calculate these
contributions, the soft-photon approximation can be used, meaning that the dependence on
the photon momentum in the real corrections can be neglected anywhere but in the regions
where it dominates the amplitude due to forming an IR pole [91].

Calculating all relevant real corrections in Fig. 5.4 gives the soft-photon contribution to the
partial decay width. In order to express the results in a closed form, we switch to the rest
frame of the incoming H+ boson, determining the energy E2 and momentum |~p2| of the
outgoing W+ boson to be

|~p2| =
λ(m2

H± ,m
2
W , p

2
3)

2mH+

, (5.15)

E2 =

√
m2
W + |~p2|2 . (5.16)
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The well-known integrals [119] involved when solving the real corrections can be brought into
a convenient form [52,91],

I11 = 2π

[
ln

(
4∆E2

Λ2

)
− 2

]
,

I22 = 2π

[
ln

(
4∆E2

Λ2

)
+
E2

|~p2|
ln

(
E2 − |~p2|
E2 + |~p2|

)]
,

I12 =
π

2

E2

|~p2|

[
2 ln

(
(E2 + |~p2|)2

m2
W

)
ln

(
4∆E2

Λ2

)
− ln2

(
E2 − |~p2|
E2 + |~p2|

)

− 4 Li2

(
1− E2 − |~p2|

E2 + |~p2|

)]
,

(5.17)

where Li2 denotes the Spence dilogarithm function [125]. With these results at hand, the full
NLO soft-photon contributions to the partial decay widths are given by [91]:

Γreal
H+W+h0 =

−e2

4π2
ΓLO
H+W+h0

[
∆E

mH±
+

1

4π
(I11 + I22 − 2I12)

]
+

3e2g2c2
β−α∆E2

512π3m3
H±

λ(m2
H± ,m

2
W ,m

2
h0) ,

(5.18)

Γreal
H+W+H0 =

−e2

4π2
ΓLO
H+W+H0

[
∆E

mH±
+

1

4π
(I11 + I22 − 2I12)

]
+

3e2g2s2
β−α∆E2

512π3m3
H±

λ(m2
H± ,m

2
W ,m

2
H0) .

(5.19)

As it was noted in Eq. (3.13), the NLO partial decay widths of the decays H+ −→ W+ h0/H0

are given by the sum of all virtual contributions in Eq. (5.11) and the soft-photon contributions
in Eq. (5.18) or Eq. (5.19), depending on the chosen process.

Note the explicit appearance of the detector threshold ∆E in the soft-photon contributions,
meaning that the calculated NLO partial decay widths depend on the chosen value of the
energy threshold. However, if the soft photon approximation is valid, this dependence is in
general weak [52], and especially for the processes H+ −→ W+ h0/H0, it was shown [91]
that a change of ∆E over a large range leads to changes in the total NLO partial decay width
of only up to a few permille. Compared to the electroweak corrections that are one to two
orders of magnitude higher, this dependence is negligible.

Through the integrals in Eq. (5.17), the soft-photon corrections explicitly depend on the
photon mass Λ, regularizing the IR divergent behaviour of the amplitudes in the limit Λ→ 0.
Combining these real corrections with the IR divergent virtual vertex corrections considered
in Sec. 5.2 leads to the cancellation of all Λ dependent terms, enabling us to take the correct
limit Λ → 0 in the final result. The cancellation of these terms was checked numerically
in [91].

5.4. Gauge-Dependence of the NLO Amplitude

Due to the fact that we calculated all components of the one-loop amplitude in general Rξ
gauge, we can analytically check for its gauge-dependence. We already mentioned in Sec. 5.2
that the NLO partial decay width in Eq. (5.11) is invariant under a change of the tadpole
scheme. However, if we are interested in the gauge-dependence of the angle counterterms
only, the two tadpole schemes differ.
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Consider e.g. the process H+ −→ W+ h0 in the standard tadpole scheme3. If we calculate
the complete virtual NLO amplitude, but set the angle counterterms δα and δβ in Eq. (5.9)
to zero, then the gauge-dependence of the amplitude can be extracted as

ANLO,sta
H+W+h0,δα=δβ=0

=
[
ANLO,sta
H+W+h0,δα=δβ=0

]
ξ=1
− (1− ξW )

gΛ5m
2
W cβ−αs2

β−α (p1 · ε∗2)

16π2(m2
H0 −m2

h0
)

αW

− (1− ξZ)
gΛ5m

2
Zcβ−αs2

β−α (p1 · ε∗2)

32π2(m2
H0 −m2

h0
)

αZ ,
(5.20)

where we indicate the standard tadpole scheme with the superscript “sta” and used the defi-
nition of αW and αZ according to Eq. (C.8). Through the explicit appearance of the gauge-
fixing-parameters ξW and ξZ , the amplitude without the angle counterterms in Eq. (5.20) is
manifestly gauge-dependent. Additionally, the integrals αW and αZ are UV-divergent. Since
the full NLO amplitude has to be gauge-independent and UV-finite, it is clear that the resid-
ual UV-divergent and gauge-dependent terms in Eq. (5.20) have to be absorbed by δα and
δβ. As a consequence, a gauge-independent definition of the angle counterterms is impossible
within the standard tadpole scheme.

Within this standard tadpole scheme, we have discussed two possible choices of fixing the
angle counterterms: Kanemura’s scheme in Sec. 4.8.2 and a process-dependent scheme in
Sec. 4.8.4. Considering the latter scheme, we saw that the definition of δβ over the process
A0 −→ τ+ τ− leads to a manifestly gauge-independent angle counterterm δβ. The definition
of δα over the decay H0 −→ τ+ τ− gives a gauge-dependent angle counterterm, however.
If we insert the residual UV-divergent and gauge-dependent part of δα from Eq. (4.186)
into the counterterm in Eq. (5.9), we see that the angle counterterm gives exactly the same
gauge-dependent contributions as in Eq. (5.20), but with opposite signs, so that the gauge-
dependences cancel against each other. Consequently, the process-dependent definition of
the angle counterterms leads to a manifestly gauge-independent NLO decay amplitude of the
process H+ −→ W+ h0.

If we consider Kanemura’s scheme, the gauge-dependences of the angle counterterms are more
intricate. If we insert the explicit forms of Eqs. (4.155) and (4.156) into the counterterm in
Eq. (5.9), we realize that the UV-divergent gauge-dependent terms in the second line of
Eq. (4.156) cancel against the residual gauge-dependence in Eq. (5.20), as it was the case
with the process-dependent scheme. However, all other UV-finite gauge-dependent terms in
Eqs. (4.155) and (4.156) remain within the NLO amplitude and consequently in the partial
decay width. Therefore, we have shown analytically that Kanemura’s scheme leads to an
overall gauge-dependent partial decay width, breaking the gauge-independence of the decay
amplitude at NLO. Additionally, a look at Eq. (5.20) makes it clear that a gauge-independent
definition of the angle counterterms, as proposed in [85], is not possible, since the gauge-
dependent terms proportional to the UV-divergent integrals αW and αZ in Eq. (4.156) are
necessary for the cancellation of all UV divergences. Therefore, we conclude that Kanemura’s
scheme is not a suitable scheme for the definition of the angle counterterms, since it violates
the gauge-independence of the NLO partial decay width.

While the NLO decay amplitude is tadpole-invariant, a change from the standard to the
alternative tadpole scheme affects the gauge-dependence of the amplitude if the angle coun-
terterms δα and δβ are set to zero. In this case, the shift of the vevs introduces additional
gauge-dependent terms in the amplitude which precisely cancel the residual gauge-dependence
in Eq. (5.20). Explicitly, the amplitude without the angle counterterms reads

ANLO,alt
H+W+h0,δα=δβ=0

=
[
ANLO,alt
H+W+h0,δα=δβ=0

]
ξ=1

(5.21)

3The argumentation for the other process, H+ −→ W+ H0, is analogous and not stated in detail.
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where the superscript“alt”now indicates the alternative tadpole scheme. Note that Eq. (5.21)
holds for all gauge-fixing parameters ξ ∈ {ξW , ξZ , ξγ}, which means that the residual ampli-
tude, with δα and δβ being set to zero, forms a gauge-independent subset by itself. As a
consequence, the alternative tadpole scheme does not only allow for a gauge-independent def-
inition of the angle counterterms, but it makes such a definition necessary in order to preserve
the gauge-independence of the NLO decay amplitude.

The pinched scheme from Sec. 4.8.3 introduces angle counterterms which are manifestly gauge-
independent by construction. Therefore, it is a suitable scheme for achieving an unambigu-
ous gauge-independent NLO partial decay width. The same holds for the process-dependent
scheme, where within the alternative tadpole scheme, the counterterms δα and δβ are man-
ifestly gauge-independent, as shown in Eqs. (4.185) and (4.187). With respect to gauge-
independence, the process-dependent scheme is a suitable renormalization scheme for the
angle counterterms, as well.

On the other hand, the angle counterterms in Kanemura’s scheme are manifestly gauge-
dependent within the alternative tadpole scheme. The gauge-dependence of δβ is independent
of the chosen tadpole scheme and the same as before, explicitly stated in Eq. (4.155), while
the gauge-dependence of δα in the alternative tadpole scheme is given by Eq. (4.157). It is
exactly the gauge-dependence of these two terms that will remain in the NLO partial decay
width. Therefore, Kanemura’s scheme breaks the gauge-independence of the NLO amplitude,
independently of the chosen tadpole scheme. However, a gauge-independent definition of the
angle counterterms in Kanemura’s scheme would in principle be possible within the alternative
tadpole scheme, since the integrals in Eqs. (4.155) and (4.157) are UV-finite, but as it was
mentioned in Sec. 4.8.2, the extraction of these gauge-dependent parts would not be unique.





CHAPTER 6

The Decay H0 −→ Z0 Z0 at Next-to-Leading Order

The second process to be considered is the decay of the heavy Higgs boson H0 into a pair of
Z0 bosons. The partial decay width of the H0 corresponding to this decay is proportional to
c2
β−α. As such, the decay is expected to be highly suppressed, since experimental data gives a

value of sβ−α very close to unity [32]. As a second restriction, the mass of the heavy Higgs has
to be chosen such that the decay occurs on-shell. Nevertheless, it is still worth studying the
process, since it is the only process of the scalar-vector-vector topology that contains physical
particles and that could happen on-shell (together with H0 −→ W+ W−, which we do not
consider here in order to avoid IR divergences).
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Figure 6.1.: NLO virtual corrections to the decays H0 −→ Z0 Z0. The one-loop
amplitude A1loop

H0Z0Z0 consists of all virtual vertex corrections AVC
H0Z0Z0 , the vertex counterterm

ACT
H0Z0Z0 as well as the external leg corrections Aleg,i

H0Z0Z0 (i = 1, 2, 3).
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6.1. The Partial Decay Width at LO

The LO partial decay width of the process is determined by the tree-level vertex H0Z0Z0.
With the generic notation of Sec. 3.1, the process describes the decay of the heavy Higgs
boson H0 with momentum p1 into the two Z0 bosons with momenta p2, p3. The vector
bosons have the polarizations λ2 and λ3 and their Lorentz structure is given by polarization
vectors ε∗2,µ := ε∗λ2,µ(p2) and ε∗3,ν := ε∗λ3,ν(p3), respectively. The decay amplitude at LO
explicitly reads

ALO
H0Z0Z0 =

g cβ−αmW

c2
W

gµνε∗2,µε
∗
3,ν

=
g cβ−αmW

c2
W

(ε∗2 · ε∗3) .
(6.1)

In order to calculate the partial decay width, the absolute square of the amplitude has to be
taken. Since we are not interested in the polarization states of the outgoing Z0 bosons, we
sum over all degrees of freedom by using the polarization sum∑

λ2,λ3

(ε2 · ε3) (ε∗2 · ε∗3) = gµνgρσ
∑
λ2,λ3

ε2,µε
∗
2,ρε3,νε

∗
3,σ

= gµνgρσ

(
−gµρ +

pµ2p
ρ
2

m2
Z

)(
−gνσ +

pν3p
σ
3

m2
Z

)
= 3 +

m4
H0

4m4
Z

− m2
H0

m2
Z

.

(6.2)

The partial decay width at LO is gained by inserting Eq. (6.1) into the general formula in
Eq. (3.7) and by using the polarization sum as stated above. The two Z0 bosons in the final
state are indistinguishable, therefore, the statistical factor S = 1/2 of the process has to be
taken into account. Explicitly, the LO partial decay width reads:

ΓLO
H0Z0Z0 =

g2c2
β−αm

2
W

32πc4
Wm

3
H0

λ(m2
H0 ,m

2
Z ,m

2
Z)

(
3 +

m4
H0

4m4
Z

− m2
H0

m2
Z

)
. (6.3)

6.2. The Partial Decay Width at NLO

At NLO, from all possible contributions to the decay amplitude, as shown in Fig. 6.1, only
a few are relevant. The external leg corrections Aleg,1

H0Z0Z0 introduce a mixing between the

H0 and h0 fields. This mixing vanishes due to the on-shell renormalization condition for the
H0 leg, as presented in Sec. 4.7. The other two external leg corrections, namely Aleg,2

H0Z0Z0

and Aleg,3
H0Z0Z0 , vanish due to the transversality of the external on-shell Z0 bosons. Hence, the

only relevant terms for the process at one-loop level are the vertex corrections and the NLO
counterterm:

A1loop
H0Z0Z0 = AVC

H0Z0Z0 +ACT
H0Z0Z0 . (6.4)

For the one-loop vertex corrections AVC
H0Z0Z0 , all diagrams in Fig. 6.2 have been calculated

with FeynArts and FeynCalc in general Rξ gauge. Note that the H0Z0Z0 vertex is not
invariant under the shift of the vacuum expectation values when changing from the standard
to the alternative tadpole scheme, as it was demonstrated in Eq. (4.80). Consequently, if one
of the renormalization schemes defined by the different treatment of the tadpoles in Sec. 4.4.2
is chosen, the NLO vertex corrections of the process consist not only of all diagrams in
Fig. 6.2, but additionally, the tadpole diagrams in Fig. 6.3 have to be calculated and added
to AVC

H0Z0Z0 .
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Figure 6.2.: All NLO vertex corrections to the decays H0 −→ Z0 Z0. All virtual
vertex corrections AVC

H0Z0Z0 are shown, grouped by their topological structure. The diagrams
contain contributions from fermions F , scalar bosons S, ghosts U and gauge bosons V .

In contrast to the processes that were considered in Chapter 5, where the LO amplitudes fac-
torized from the complete NLO vertex corrections, the process H0 −→ Z0 Z0 introduces an
additional Lorentz structure through some of the loops in Fig. 6.2. To make these additional
terms explicit, the one-loop vertex corrections may be split up according to their Lorentz
structure,

AVC
H0Z0Z0 = ALO

H0Z0Z0FVC,1
H0Z0Z0 +

g cβ−αmW (p2 · ε∗3) (p3 · ε∗2)

c2
Wm

2
H0

FVC,2
H0Z0Z0 , (6.5)

with FVC,1
H0Z0Z0 being the form factor of the LO Lorentz structure and FVC,2

H0Z0Z0 being the
form factor of the Lorentz structure that is induced by the one-loop corrections. Due to
the appearance of this additional Lorentz structure, Eq. (6.2) is modified to account for the
different contraction of four-momenta into the polarization sum:∑

λ2,λ3

(ε2 · ε3) (p2 · ε∗3) (p3 · ε∗2) = gµνpσ2p
ρ
3

∑
λ2,λ3

ε2,µε
∗
2,ρε3,νε

∗
3,σ

= gµνp2,σp3,ρ

(
−gµρ +

pµ2p
ρ
2

m2
Z

)(
−gνσ +

pν3p
σ
3

m2
Z

)
= m2

H0 +
m6
H0

8m4
Z

− 3m4
H0

4m2
Z

.

(6.6)
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Figure 6.3.: NLO tadpole contributions to the process H0 −→ Z0 Z0. Shown are
all tadpole diagrams which have to be added to the virtual vertex corrections AVC
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alternative tadpole scheme is chosen. The particle content of the tadpole diagrams consist of
fermions F , scalar bosons S, ghosts U and gauge bosons V .

In order to construct the counterterm, the same expansion as in Eq. (5.8) for the angle
counterterm δcβ−α is used. With this expansion, the counterterm for the whole process
reads [79]

ACT
H0Z0Z0 = ALO

H0Z0Z0

[
δg

g
+
δm2

Z

m2
Z

− δm2
W

2m2
W

+
δZH0H0

2
+ δZZZ

+
sβ−α
cβ−α

(
δZh0H0

2
+ δα− δβ

)]
≡ ALO

H0Z0Z0FCT
H0Z0Z0 ,

(6.7)

where we split up the counterterm multiplicatively into the LO amplitude, together with its
Lorentz structure, and the form factor FCT

H0Z0Z0 . With all ingredients for the NLO partial
decay width at hand, we insert the vertex corrections and the counterterm – Eqs. (6.5) and
(6.7), respectively – into the general formula for the partial decay width in Eq. (3.12) and use
the two polarization sums in Eqs. (6.2) and (6.6). The process does not contain any charged
particles in the initial or final state and the virtual vertex corrections and counterterms
introduce no IR divergences at the one-loop level. Thus, the the full partial decay width for
the process H0 −→ Z0 Z0 at NLO is given by:

ΓNLO
H0Z0Z0 = ΓLO

H0Z0Z0

(
1 + 2 Re

[
FVC,1
H0Z0Z0 + FCT

H0Z0Z0

]
+

m4
H0 − 6m2

H0m
2
Z + 8m4

Z

m4
H0 − 4m2

H0m
2
Z + 12m4

Z

Re
[
FVC,2
H0Z0Z0

])
.

(6.8)

Note that FVC,2
H0Z0Z0 is the form factor of a Lorentz structure that is purely induced through

some of the loops in Fig. 6.2. This Lorentz structure is unique to those diagrams and is not
present in the counterterm of the process, nor in any other part of the NLO amplitude. As
such, this form factor must be UV-finite and gauge-fixing-parameter independent by itself,
both of which has been checked numerically. Additionally, FVC,2

H0Z0Z0 is invariant under the
shift of the vacuum expectation values, since the Lorentz structure of the tadpole diagrams
in Fig. 6.3 gives contributions to FVC,1

H0Z0Z0 , only.

The notation of the partial decay width in Eq. (6.8) is kept in a generic form, valid for
any renormalization scheme that is chosen. The actual choice of renormalization scheme
determines the content of the form factors FVC,1

H0Z0Z0 and FCT
H0Z0Z0 . Explicitly, the form factor

of the vertex corrections, FVC,1
H0Z0Z0 , is determined by all vertex corrections in Fig. 6.2 and, in

case that the alternative tadpole scheme is applied, additionally on the tadpole diagrams in
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Fig. 6.3. The form factors of both the vertex corrections and of the counterterm depend on
the renormalization scheme of the tadpoles. However, the combination of both terms in the
first line of Eq. (6.8) is such that all terms that are induced when changing from the standard
to the alternative tadpole scheme precisely cancel against each other. Therefore, the full NLO
partial decay width of the process H0 −→ Z0 Z0 is tadpole-invariant.

6.3. Gauge-Dependence of the NLO Amplitude

As it was done in Sec. 5.4, we analyze the NLO decay amplitude with δα and δβ being
set to zero, allowing us to identify residual gauge-dependent parts which are introduced
though an unsuitable renormalization scheme of the mixing angles. Considering the NLO
decay amplitude in the standard (superscript “sta”) and in the alternative (superscript “alt”)
tadpole scheme, the gauge-dependences of the residual amplitudes take the form

ANLO,sta
H0Z0Z0,δα=δβ=0

=
[
ANLO,sta
H0Z0Z0,δα=δβ=0

]
ξ=1

+ (1− ξW )
gΛ5mWm

2
Zcβ−αs2

β−α (ε∗2 · ε∗3)

16π2(m2
H0 −m2

h0
)

αW

+ (1− ξZ)
gΛ5mWm

2
Zcβ−αs2

β−α (ε∗2 · ε∗3)

32π2c2
W (m2

H0 −m2
h0

)
αZ , (6.9)

ANLO,alt
H0Z0Z0,δα=δβ=0

=
[
ANLO,alt
H0Z0Z0,δα=δβ=0

]
ξ=1

, (6.10)

for all ξ ∈ {ξW , ξZ , ξγ}, where we used the definition of αW and αZ from Eq. (C.8). The
discussion is analogous to Sec. 5.4. In the standard tadpole scheme, the process-dependent
definition of the mixing angles cancels the residual gauge-dependence in Eq. (6.9), while
Kanemura’s scheme leads to a gauge-dependent NLO decay width. In the alternative tadpole
scheme, δα and δβ have to be defined in a gauge-independent way, which is achieved by the
pinched and the process-dependent scheme, but not by Kanemura’s scheme. With respect to
the gauge-dependence, we have shown that also for the process H0 −→ Z0 Z0, the pinched
and process-dependent schemes are suitable renormalization schemes for the mixing angles,
while Kanemura’s scheme breaks gauge-independence.





CHAPTER 7

The Decay H0 −→ h0 h0 at Next-to-Leading Order

The last considered process is the decay of a heavy Higgs H0 into two lighter Higgses h0. Such
Higgs-to-Higgs decays were rather scarcely found in literature for the 2HDM until recently,
since they have not been observed so far and their observation at colliders is in general
difficult. However, with the LHC now being operated at a center-of-mass energy of 13 TeV
and with an increase of luminosity in the long run, the Higgs-to-Higgs decays begin to receive
more attention. Despite the fact that the observed Higgs boson is in good agreement with the
SM [25,26], the Higgs self-interactions serve as an indicator for BSM physics, since especially
in the 2HDM, the NLO corrections to the self-interactions can become high and deviate
considerably from the SM [56, 126]. Additionally, the triple-scalar vertices of the 2HDM are
the only trilinear vertices containing Λ5, which necessitates its renormalization at NLO.
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Figure 7.1.: NLO virtual corrections to the decay H0 −→ h0 h0. The NLO amplitude
A1loop
H0h0h0

consists of all virtual vertex corrections AVC
H0h0h0 , the vertex counterterm ACT

H0h0h0 as

well as the external leg corrections Aleg,i
H0h0h0

(i = 1, 2, 3).
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7.1. The Partial Decay Width at LO

The decay amplitude at LO equals the coupling constant gH0h0h0 for the H0h0h0 tree-level
vertex. Since all three particles are scalars, the vertex has the structure of a Lorentz scalar,
and is therefore particularly simple. Explicitly, the LO decay amplitude reads

ALO
H0h0h0 = gH0h0h0

=
−gcβ−α
2mW s2β

(
s2α

(
2m2

h0 +m2
H0

)
− 2

m2
W

g2
Λ5 (3s2α − s2β)

)
.

(7.1)

As spin 0 particles, the initial and final Higgses have no additional degrees of freedom. There-
fore, the sum over all external degrees of freedom in Eq. (3.3) can be omitted. The statistical
factor is S = 1/2, since the final states are indistinguishable. The partial decay width of
the process at LO is directly given by inserting the absolute square of the amplitude into
Eq. (3.7):

ΓLO
H0h0h0 =

g2c2
β−αλ(m2

H0 ,m
2
h0 ,m

2
h0)

128πm2
Wm

3
H0s2

2β

(
s2α

(
2m2

h0 +m2
H0

)
− 2

m2
W

g2
Λ5 (3s2α − s2β)

)2

. (7.2)

7.2. The Partial Decay Width at NLO

At NLO, we consider all one-loop contributions to the Higgs-to-Higgs decay given in Fig. 7.1.
The external leg corrections consist of either off-diagonal or diagonal field mixing contributions
H0h0, h0H0, H0H0 or h0h0, all of which vanish due to the on-shell renormalization conditions
of the external fields, as introduced in Sec. 4.7. Hence, the full one-loop contribution to the
decay amplitude is given by

A1loop
H0h0h0

= AVC
H0h0h0 +ACT

H0h0h0 . (7.3)

All vertex corrections of the process are shown in Fig. 7.2, grouped by their topological
structure. Just as it was the case for the process considered in the previous chapter, the
vertex H0h0h0 is not invariant under a shift of the vevs when changing from the standard
to the alternative tadpole scheme. As a result, additional tadpole diagrams have to be taken
into account if the alternative tadpole scheme is chosen. In that case, the relevant tadpole
contributions, as shown in Fig. 7.3, have to be added to the vertex corrections AVC

H0h0h0 .

Since the process H0 −→ h0 h0 contains only external scalar particles, the LO amplitude fac-
torizes from the one-loop vertex corrections. Calling the form factor of the vertex corrections
FVC
H0h0h0 , the amplitude of the vertex corrections is decomposed as

AVC
H0h0h0 = ALO

H0h0h0FVC
H0h0h0 . (7.4)

In contrast to the other two processes, where the counterterms were adopted from the liter-
ature, the counterterm of the process H0 −→ h0 h0 shall be derived here. By doing so, we
gain some insight on symmetry factors that play a role for constructing the whole countert-
erm, thus preventing a potential pitfall. To that end, it is useful to define the two triple-Higgs
coupling constants [55]

gh0h0h0 =
3g

2mW s2β

(
4
m2
W

g2
cα+βc2

β−αΛ5 −m2
h0 (2cα+β + s2αsβ−α)

)
, (7.5)

gH0H0h0 =
gsβ−α

2mW s2β

(
s2α

(
m2
h0 + 2m2

H0

)
− 2

m2
W

g2
Λ5 (3s2α + s2β)

)
. (7.6)
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Figure 7.2.: All NLO vertex corrections to the decays H0 −→ h0 h0. All virtual
vertex corrections AVC

H0h0h0 are shown, grouped by their topological structure. The diagrams
contain contributions from fermions F , scalar bosons S, ghosts U and gauge bosons V .

in addition to the already defined constant gH0h0h0 in Eq. (7.1). In order to derive the
counterterm, the 2HDM potential in Eq. (A.2) is transformed to the mass basis via the
inverse of the relations Eqs. (2.24) – (2.26). We consider only the parts of the bare interaction
Lagrangian that contribute to the H0h0h0 vertex counterterm, i.e. the parts which contain the
bare CP-even Higgs fields that have to be renormalized according to Eq. (4.111). Omitting
the tree-level coupling and all terms that are not proportional to the renormalized fields
H0h0h0, the relevant part of the interaction Lagrangian reads

Lint,rel =
−igh0h0h0

3!
h0

0h
0
0h

0
0 +
−igH0h0h0

2!
H0

0h
0
0h

0
0 +
−igH0H0h0

2!
H0

0H
0
0h

0
0

NLO≈
[−igh0h0h0

3!

3δZh0H0

2
+
−igH0h0h0

2!

(
δZh0h0 +

δZH0H0

2

)
+
−igH0H0h0

2!
δZH0h0

]
H0h0h0 .

(7.7)

The counterterm is derived through a functional derivative with respect to the three renor-
malized fields H0, h0 and h0,

δ

δH0

δ

δh0

δ

δh0
(iLint,rel) , (7.8)
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Figure 7.3.: NLO tadpole contributions to the process H0 −→ h0 h0. Shown are
all tadpole diagrams which have to be added to the virtual vertex corrections AVC
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alternative tadpole scheme is chosen. The particle content of the tadpole diagrams consist of
fermions F , scalar bosons S, ghosts U and vector bosons V .

together with adding the renormalized tree-level vertex δgH0h0h0 . Explicitly, the counterterm
of the process reads

ACT
H0h0h0 = gh0h0h0

δZh0H0

2
+ gH0h0h0

(
δZh0h0 +

δZH0H0

2

)
+ gH0H0h0δZH0h0

+ δgH0h0h0 ,

(7.9)

with the NLO expansion of the coupling constant gH0h0h0 given by

δgH0h0h0 =

(
gH0h0h0 −

2Λ5mW cβ−α(3s2α − s2β)
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)[
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[
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2m2
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g2
δΛ5

]
+

[
gcβ−αc2α

mW s2β

(
6m2

WΛ5
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− 2m2

h0 −m2
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)
− sβ−α

cβ−α
gH0h0h0

]
δα

− 2c2β

s2β

(
gH0h0h0 +

Λ5mW cβ−α
g

)
δβ .

(7.10)

Inserting this counterterm and the factorized vertex corrections from Eq. (7.4) into Eq. (3.12)
results in the partial decay width for the process H0 −→ h0 h0 at NLO:

ΓNLO
H0h0h0 = ΓLO

H0h0h0

(
1 + 2 Re

[
FVC
H0h0h0

])
+
λ(m2

H0 ,m
2
h0 ,m

2
h0)

16πm3
H0

Re
[(
ALO
H0h0h0

)∗ACT
H0h0h0

]
.

(7.11)

We point out again that as with the previous processes, the generic form of the partial decay
width in Eq. (7.11) is independent of the renormalization scheme. Choosing a scheme is
equivalent to determining the content of the vertex corrections form factor FVC

H0h0h0 as well as
the counterterm ACT

H0h0h0 . In any case, the former will contain all diagrams shown in Fig. 7.2,
and if the alternative tadpole scheme is chosen, the tadpole diagrams in Fig. 7.3 have to be
taken into account, as well. As for the previous processes, the decay H0 −→ h0 h0 is invariant
under the change from the standard to the alternative tadpole scheme if the counterterm δΛ5

is renormalized either in a process-dependent or in the improved MS scheme.

7.3. Gauge-Dependence of the NLO Amplitude

Due to the intricate structure of the vertex corrections and the vertex counterterm of the
process, we limit the discussion about gauge-dependence to a qualitative level, without stating
the explicit form of the residual gauge-dependences.



7.3. Gauge-Dependence of the NLO Amplitude 85

If we calculate the complete NLO decay amplitude within the standard tadpole scheme, but
set δα, δβ and δΛ5 to zero, we realize that this residual amplitude contains UV-divergent
gauge-dependent parts. Renormalizing the angle counterterms either through Kanemura’s or
the process-dependent scheme leads to the cancellation of some of the UV-divergent gauge-
dependent parts. The residual UV-divergent gauge-dependent parts are then cancelled by
δΛ5, defined either over the MS condition, cf. Sec. 4.9.1 and Sec. 4.9.2, or through the process
H0 −→ A0 A0, as discussed in Sec. 4.9.3. However, the additional UV-finite gauge-dependent
terms in Eqs. (4.155) and (4.156) present in Kanemura’s scheme remain in the amplitude,
leading to a gauge-dependent NLO decay width when using Kanemura’s scheme.

Changing to the alternative tadpole scheme leads to the cancellation of the UV-divergent
gauge-dependent parts within the residual amplitude, which allows for a gauge-independent
definition of the angle counterterms δα and δβ and for the counterterm δΛ5. The latter can
be achieved by the improved MS condition of Sec. 4.9.2 and the process-dependent scheme of
Sec. 4.9.3, while the unambiguous gauge-independent definition of the angle counterterms is
accomplished through the pinched scheme of Sec. 4.8.3 or the process-dependent scheme of
Sec. 4.8.4. Kanemura’s scheme leads to a gauge-dependent NLO width through Eqs. (4.155)
and (4.157) in the alternative tadpole scheme, as well.

From these discussions we conclude that with respect to gauge-independence for the process
H0 −→ h0 h0, suitable renormalization schemes for the mixing angles δα and δβ are
the pinched scheme and the process-dependent scheme, both leading to an overall gauge-
independent NLO decay width. With these choices of the angle counterterms, the definitions
of δΛ5 through the usual or improved MS scheme or through a process-dependent scheme
lead to a gauge-independent NLO decay width. We point out that if besides achieving a
gauge-independent NLO decay width, we additionally require gauge-independent definitions
of the counterterms δα, δβ and δΛ5, the alternative tadpole scheme has to be chosen, and
Kanemura’s scheme is ruled out. If additionally the counterterms shall be defined in a process-
independent way, the only valid scheme for δα and δβ presented in this thesis is the pinched
scheme, while for δΛ5, the improved MS scheme has to be chosen.





CHAPTER 8

Numerical Results

In the previous three chapters, we considered distinct 2HDM-specific processes and calculated
their NLO partial decay widths. In Chapter 4, we established several renormalization schemes
for the mixing angles α and β and for the parameter Λ5, some of which are manifestly process-
and gauge-independent. For the MSSM, a “no-go theorem” was proposed [36] which states
that a renormalization scheme for the mixing angle β may not be simultaneously gauge-
independent, process-independent and numerically stable. The question arises if such a “no-
go theorem” is applicable to the 2HDM as well. In the following, we turn to the numerical
evaluation of the partial decay widths of all processes considered in this thesis. This allows us
to compare the size of the NLO corrections between the different renormalization schemes for
δα, δβ and Λ5 and to propose a renormalization scheme for the 2HDM which is simultaneously
process-independent, gauge-independent and numerically stable.

8.1. Used Software Packages

For the calculation of the NLO decay widths, the Python program 2HDMCalc was developed.
The program links the Mathematica [127] package FeynArts 3.9 [55], which generates the
LO and NLO decay amplitudes for all processes considered in this thesis in general Rξ gauge
and with enabled CKM mixing. We used the model file for a CP-conserving 2HDM which
was already implemented in the package. Additionally, all tadpole and self-energy amplitudes
needed for the definition of the counterterms and wave function renormalization constants
were generated in general Rξ gauge.

The calculation of all amplitudes is performed by linking the Mathematica package FeynCalc

8.2.0 [118] which resolves the Lorentz structures of the amplitudes and reduces all one-
loop integrals in the amplitudes down to the well-known ’t Hooft-Veltman integrals [119].
Within 2HDMCalc, the counterterms of the processes considered in this thesis are generated
dynamically out of the 2HDM Lagrangian by calling a Mathematica script. The counter-
terms, one-loop corrections and LO terms are then combined to the full partial decay widths
as presented in the previous chapters. In case of the decays of the charged Higgs H+, the
real corrections to the partial decay widths were implemented by hand.

For the numerical evaluation of the partial decay widths, a C++ program is executed within
2HDMCalc. The program links the C++ library LoopTools 2.12 [120], which evaluates all
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’t Hooft-Veltman integrals by using the specific parameter sets described in the next section.
The output of 2HDMCalc consists of the partial decay widths at LO and NLO for every
renormalization scheme of the mixing angles and of Λ5 that are considered in this thesis.

For all renormalization schemes, UV-finiteness of the NLO partial decay widths was checked
numerically by using the LoopTools function setdelta(∆), which allows to set the UV-
divergent term ∆, as given in Eq. (4.4), to arbitrary values. Since the NLO decay width must
not depend on the value of ∆ when all UV divergences are cancelled, this serves as a numerical
check for UV-finiteness. All renormalization schemes for the angle counterterms and Λ5 used
in this thesis were checked for UV-finiteness by varying the parameter ∆ over ten orders of
magnitude and it was found that all schemes lead to UV-finite NLO amplitudes1. Therefore,
we did not consider UV divergences any more in the following numerical evaluations and set
the UV-divergent term ∆ to zero in LoopTools, which is also its default value.

8.2. Input Parameter Sets

In order to evaluate the NLO partial decay widths numerically, we need to specify all input
parameters. These consist of the physical parameters given in Eq. (2.58), together with the
CKM matrix elements which show up in the NLO amplitude through internal quark loops. In
the following, we specify all input parameters that are necessary for the numerical evaluation
of the partial decay widths in 2HDMCalc.

� Masses of SM particles and the SM-like Higgs boson:

The masses of all SM particles are extracted from [128]. Within the 2HDM, we con-
sider the lighter CP-even Higgs boson h0 as the SM-like Higgs boson for all processes
considered in this thesis. The current value of the SM-like Higgs boson mass is adopted
from [129]. The table below lists all masses of SM particles and the SM-like Higgs.

Mass Value in GeV Mass Value in GeV

mW 80.398 mu 0.190

mZ 91.1876 md 0.190

mh0 125.09 ms 0.190

me 5.10998910 · 10−4 mc 1.4

mµ 0.105658367 mb 4.75

mτ 1.77684 mt 172.5

� The Weinberg angle:

With our set of 2HDM input parameters in Eq. (2.58), the Weinberg angle is a derived
parameter and can be calculated according to Eq. (2.46) by using the gauge boson
masses mW and mZ stated in the table above. Since the 2HDM model file implemented
in FeynArts uses the sine and cosine of the Weinberg angle per default, we nevertheless
explicitly state their values for convenience:

cW = 0.88168 , sW = 0.47185 . (8.1)

1In case of the MS scheme for Λ5, the UV-divergent part of the counterterm δΛ5 was extracted by using the
process H0 −→ A0 A0 and implemented as the counterterm by using the function setdelta(∆), thus allowing
for a numerical check of UV-finiteness even when an MS scheme is chosen.
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� The elementary charge:

For the purpose of evaluating decay widths at NLO, it is sufficient to consider the
tree-level value of the electric charge. The most precise measurement is given by the
value of Sommerfeld’s fine-structure constant αem in the Thomson limit, which currently
reads [46]

αem =
1

137.035999074
. (8.2)

The FeynArts model file uses the elementary charge e instead of the fine-structure
constant as an input parameter. In natural units, the conversion, and hence the value
of e, is given by

e =
√

4παem = 0.30282212089 . (8.3)

� The CKM matrix elements:

The CP-violating phase in the CKM matrix is considered to be zero for all calculations
performed in this thesis. Consequently, we consider the matrix to be real. The values
of all entries of the CKM matrix are given by [46]

VCKM =


Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb

 =


0.97427 0.22536 0.00355

−0.22522 0.97343 0.0414

0.00886 −0.0405 0.99914

 . (8.4)

� Yukawa coupling constants of the 2HDM:

The couplings between the fermions and the Higgs bosons is parametrized in the 2HDM
model file in FeynArts in the form of three Yukawa coupling constants Y1, Y2 and Y3.
The actual form of the constants is expressed through trigonometric combinations of
the mixing angles α and β and depends on the chosen 2HDM type. For the two 2HDM
types that we presented in Sec. 2.6, the coupling constants explicitly read [57]:

2HDM type Y1 Y2 Y3

I
cα
sβ

sα
sβ

− 1

tβ

II − sα
cβ

cα
cβ

tβ

� Detector sensitivity ∆E: For the processes H+ −→ W+ h0/H0, we included
real corrections into the NLO partial decay width in order to cancel all occurring IR
divergences, cf. Sec. 5.3. As a consequence, we added the NLO soft-photon corrections
in Eqs. (5.18) and (5.19) to the virtual NLO partial decay width. The former depend
explicitly on the detector sensitivity ∆E. It was shown in [91] that this dependence is
small. Within the scope of this thesis, we fix the value to

∆E = 10 GeV . (8.5)

The other parameters that have to be set are the missing masses of the extended scalar sector
of the 2HDM, namely mH0 , mA0 and mH± , as well as the scalar mixing angles α and β
and the parameter Λ5. We consider those as our free parameters. In principle, we could set
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those parameters to arbitrary values, since we are only interested in an analysis of different
renormalization schemes for α, β and Λ5 with respect to numerical stability. However, an un-
physical combination of input parameters can lead to the violation of perturbativity bounds,
which results in the NLO corrections becoming very large independently of the renormal-
ization scheme that is chosen. This effect has to be differed from numerical instability in
the sense we are discussing it within the scope of this thesis, which is the result of choosing
an unsuitable renormalization scheme which yields very large NLO corrections for almost all
chosen input parameter set.

In order to isolate the two effects and analyze the different renormalization schemes only with
respect to numerical stability as the term is used in this thesis, we choose to use only specific
input parameter sets which are consistent with strict experimental and theoretical bounds.
Therefore, we consider only input parameters which are still not excluded by theory and
experiment. To that end, the tool ScannerS [130] was used. The program scans through the
parameter space of the 2HDM and generates suitable input parameter sets, regarding several
theoretical and experimental constraints that shall be briefly discussed in the following.

From the theoretical point of view, by fixing one CP-even minimum of the tree-level 2HDM
potential, no additional charge-breaking or CP-violating vevs are allowed anymore [131–133].
This chosen CP-even minimum is required to be the global minimum of the potential [134].
Furthermore, tree-level unitarity has to be respected [135, 136] and the 2HDM potential has
to be bounded from below [137].

Every parameter set generated by ScannerS has to obey all theoretical constraints mentioned
above [138]. Additionally, the parameters have to be consistent with current experimental
data. The 2HDM parameter sets generated by the program have to fulfill 95 % consistency
with the oblique S, T and U parameters, therefore satisfying electroweak precision measure-
ments [19–21,139–142]. Additionally, LEP results [143] and recent LHC results [144,145] are
included, which restrict the mass of the charged Higgs to be above O(100 GeV), depending on
the type of 2HDM that is considered. For our scans, the current bound mH± ≥ 480 GeV [116]
for a type II 2HDM is used. Furthermore, the generated parameter sets have to be compatible
with the LHC Higgs data. In order to check for compatibility, ScannerS is interfaced with
SusHi [146] for the computation of the Higgs production cross sections through bottom quark
and gluon fusion at NNLO QCD, while all other production cross sections are computed at
NLO QCD [138]. Furthermore, the 2HDM decays are adopted from HDECAY [147, 148]. All
electroweak corrections were neglected in the computation of these processes in order to be
consistent, since they are not fully available for the 2HDM yet.

In addition to all constraints mentioned above, we further restrict the parameter sets to obey
kinematic constraints dependent on the decay that is considered. Since we investigate a
variety of different decay processes within this thesis, we use different parameter sets for each
of the processes. In the following, we want to introduce these parameter sets and specify the
additional kinematic constraints.

� Parameter set C2:

The first parameter set we want to specify was used in [91]. In order to prevent confu-
sion, we adopt the notation and refer to this set as C2. The kinematic constraints for
the parameters are given by

mH± ≥ mH0 +mW ,

mH± ≥ mh0 +mW ,
(8.6)

thus allowing both processes H+ −→ W+ h0/H0 from Chapter 5 to happen OS. The
parameter set C2 was generated for a type I 2HDM. The values of the parameters are
stated in the following table.
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mH± in GeV mH0 in GeV mA0 in GeV β α Λ5

[240, 310] mH± - 110 mH± - 50 1.50423 0.25099
2(mH± − 250)2

v2sβcβ

The set C2 allows for a variation of mH± , mH0 , mA0 and Λ5 in arbitrarily small steps.
We choose to vary mH± between 240 GeV and 310 GeV with a step size of 0.07 GeV.
The set C2 allows only the decay of the charged Higgs into the CP-even Higgses and
the gauge boson W+ to happen OS, but not all other processes that were considered
within this thesis. We want to note that many of the parameter points contained in
the set C2 are actually excluded by Scanners. Nevertheless, we use the set in order
to be able to compare our results from the ones presented in [91]. For a more detailed
analysis, we will choose the other parameter sets described in the following, all of which
are explicitly allowed by all theoretical and experimental constraints mentioned above.

� Parameter sets S1 to S60:

In order to allow all three decays considered in Chapters 5, 6 and 7 to happen OS simul-
taneously2, we generated sixty parameter sets with the following kinematic constraints:

mH± ≥ mh0 +mW ,

mH0 ≥ 2mh0 .
(8.7)

Each of the sixty sets consists of 1 000 parameter points generated for a type II 2HDM.
Within each set of 1 000 points, only one scalar mass is varied while all other 2HDM
parameters are fixed. In the sets S1 to S20, the running mass is mH0 , in the sets S21 to
S40 we vary mH± and in the last twenty sets S41 to S60, the variation is with respect
to mA0 . The parameters are generated within ScannerS by using a mass as a starting
point from which the program moves away and searches for points that are still allowed
considering all constraints mentioned above. Consequently, the sets S1 to S60 have the
advantage that we can consider the effects of different renormalization schemes with
respect to the variation of only one running mass, but the disadvantage is that we only
consider a narrow range of 2HDM parameters along certain “lines” in parameter space.

� Parameter sets S61 to S70:

In order to compensate the narrow range of parameters given by the sets S1 to S60, we
generated ten additional sets with a total of 10 000 points, each of which are randomly
generated in the 2HDM parameter space. The kinematic constraints are the same as
for the former sixty sets and the points were generated again for a type II 2HDM.

� Parameter sets S71 to S90:

All sets mentioned so far have the insufficiency that the decay H0 −→ A0 A0 is
prohibited to happen OS in almost all generated parameter points, since within them,
the masses mH0 and mA0 are of the order of a few hundred GeV and rather close to
each other. Since we use the OS decay of the heavy Higgs into two CP-odd Higgses
for a process-dependent definition of δΛ5, cf. Sec. 4.9.3, we generated twenty additional
sets for a type II 2HDM with 1 000 points each and with the only kinematic constraints

mH0 ≥ 2mh0 ,

mH0 ≥ 2mA0 .
(8.8)

As it was already mentioned in Sec. 4.9.3, this imposes a strict kinematic limit on the
scalar masses of the 2HDM.

2Note that within these parameter sets, we restrict ourselves to the process H+ −→ W+ h0, and the decay
into the heavier Higgs H0 is not necessarily allowed to happen OS in these parameter sets.
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Figure 8.1.: Gauge-dependence of Kanemura’s scheme. Shown is the normalized
difference between the NLO partial decay width of the process H+ −→ W+ h0 for an
arbitrary value of ξW and for the Feynman-’t Hooft gauge value ξW = 1, cf. Eq. (8.9), in
Kanemura’s scheme. The calculations were performed for one fixed point characterized by
mH± = 296 GeV in the parameter set C2. The four kinks correspond to threshold effects of
the loop integrals.

For a more detailed analysis, we consider specific parameter sets where only one scalar mass is
varied. For completeness, we want to state the 2HDM parameters within these sets explicitly
in the following table.

Set mH± in GeV mH0 in GeV mA0 in GeV β α Λ5

S6 700.354 [671, 804] 700.127 0.96978 −0.57038 14.18207

S13 759.550 [598, 812] 720.501 0.80241 −0.80214 9.14651

S72 617.936 607.461 [197, 208] 0.85304 −0.78038 1.02713

8.3. Numerical Results for the Decays H+ −→ W+ h0/H0

Before we start to analyze the different renormalization schemes with respect to numerical
stability, we want to investigate the gauge-dependence of the NLO partial decay width in one
particular scheme for the scalar mixing angles α and β, namely in Kanemura’s scheme from
Sec. 4.8.2. For this investigation, we restrict ourselves to the process H+ −→ W+ h0. The
results for the decay into the heavier Higgs H0 are analogous.

We already worked out the analytic form of the gauge-dependence of δβ(2) and δα in this
scheme in Eqs. (4.155) and (4.157)3. This gauge-dependence is contained in the partial decay

3Note that we refer to Eq. (4.157) for the gauge-dependence of δα independently on the chosen tadpole scheme,
since it was discussed in Sec. 5.4 that the second line of Eq. (4.156) is cancelled by the residual amplitude,
leaving precisely the same form as in Eq. (4.157) of the residual gauge-dependence of δα in Kanemura’s scheme.



8.3. Numerical Results for the Decays H+ −→ W+ h0/H0 93

Va) Vb)

240 250 260 270 280 290 300 310
-30

-20

-10

0

10

20

Kanemura
p*-pinched

OS-pinched
Proc.-dep.

∆
Γ

H
+

W
+

h0
in

.%

±mH in. GeV
240 250 260 270 280 290 300 310

-20

-15

-10

-5

0

5

Kanemura
p*-pinched

OS-pinched
Proc.-dep.

∆
Γ

H
+

W
+

H
0

in
.%

±mH in. GeV

Figure 8.2.: NLO corrections for the parameter set C2. Shown is the normalized differ-
ence ∆Γ between the NLO and LO partial decay widths of the processes (a) H+ −→ W+ h0

and (b) H+ −→ W+ H0, as defined in Eq. (8.11), as a function of the charged Higgs mass.
The calculations were performed for the full parameter set C2.

width through Eqs. (5.9) and (5.11). Now, we want to analyze the effect of the gauge-
dependence numerically. To that end, we introduce the quantity

∆ΓξW :=

[
ΓNLO
H+W+h0

]
ξW
−
[
ΓNLO
H+W+h0

]
ξW=1[

ΓNLO
H+W+h0

]
ξW=1

, (8.9)

where the subscript “ξW ” indicates the evaluation of the NLO partial decay width for an
arbitrary value of ξW . We analyze the gauge-dependence of the NLO partial decay width
only with respect to a variation of the gauge-fixing-parameter ξW . The results for a variation
of ξZ are analogous.

In Fig. 8.1, the NLO partial decay width of the process H+ −→ W+ h0 is shown for a
variation of ξW for a fixed point in the parameter set C2, characterized by the charged Higgs
mass mH± = 296 GeV. We focus on a small region of ξW , where the behavior of the decay
width is particularly interesting.

The NLO partial decay width in Fig. 8.1 features four distinct kinks. Each of the kinks
corresponds to threshold effects in the loop integrals given in Eqs. (4.155) and (4.157) or,
to be more precise, in the corresponding gauge-dependent B0 integrals through which the
β integrals are defined. The integral B0(m2

1;m2
2,m

2
3) features an OS threshold effect at the

kinematic point

m1 = m2 +m3 . (8.10)

Through the optical theorem, such a threshold can be connected to a corresponding one-to-
two process, with the invariant squared masses m2

1 of the initial and m2
2 and m2

3 of the two
final particles. The mass configuration in Eq. (8.10) corresponds precisely to the OS case of
the decay, leading to a resonance in the loop integral.

In Fig. 8.1, each of the kinks can be traced back to one of the integrals contained in Eqs. (4.155)
and (4.157) becoming OS and thus featuring a threshold effect:
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Figure 8.3.: Scatter plot for the process H+ −→ W+ h0. Shown is the normalized
difference between the NLO and LO partial decay width of the process H+ −→ W+ h0

as a function of the LO partial decay width for all parameter sets S1 to S70. Kanemura’s
and the pinched schemes yield NLO corrections of the same order of magnitude, while the
process-dependent scheme leads to very large NLO corrections.

Kink ξW OS integral Kinematic point Origin

1 0.6052 βWξW (m2
h0) mh0 ≈

√
ξWmW +

√
ξWmW δα

2 1.3881 βWξW (m2
H0) mH0 ≈

√
ξWmW +

√
ξWmW δα

3 1.8718 βWH0(m2
H±) mH± ≈ mH0 +

√
ξWmW δβ(2)

4 4.5190 βWh0(m2
H±) mH± ≈ mh0 +

√
ξWmW δβ(2)

The appearance of such kinks is a general feature of a perturbative calculation involving loop
integrals and not a speciality of a certain renormalization scheme. In the following numerical
results, we will therefore not analyze those kinks in detail, since they always correspond to
some of the many one-loop integrals contained in the partial decay widths becoming OS.

With the numerical results presented in Fig. 8.1 and the analytic formula of the gauge-
dependence of δα and δβ(2) in Eqs. (4.155) and (4.157), our analysis of the gauge-dependence
of Kanemura’s scheme is complete. The scheme inevitably leads to a gauge-dependent NLO
partial decay width. Although it is shown in Fig. 8.1 that this gauge-dependence is of the
order of a few permille and as such, the gauge-dependence might be considered negligible,
the scheme nevertheless leads to a manifestly gauge-dependent NLO partial decay width,
which is unacceptable. Furthermore, for other input parameter sets we observed that the
gauge-dependence can become as high as a few tens of percents. Therefore, we conclude that
Kanemura’s scheme is not a suitable scheme for the renormalization of the scalar mixing
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Figure 8.4.: Central region of the scatter plot. Shown is the central region of the
scatter plot from Fig. 8.3, depicting the difference between the NLO and LO corrections to
the partial decay width as a function of the LO partial decay width. Both pinched schemes
and Kanemura’s scheme yield NLO corrections that are within the same order of magnitude.

angles. Interestingly, with respect to numerical stability, Kanemura’s scheme seems to be
among the most stable schemes that were considered in this thesis. Therefore, we still include
the scheme in the following numerical analyses, since it serves as a good benchmark for
comparing the different schemes. Due to the gauge-dependence of Kanemura’s scheme, we
have to choose a certain gauge for explicit calculations. For the rest of this chapter, we
evaluated the NLO partial decay widths for Kanemura’s scheme in the Feynman-’t Hooft
gauge.

In order to quantify the size of the NLO corrections compared to the LO partial decay widths,
we define the quantity

∆Γf1f2f3 :=
ΓNLO
f1f2f3

− ΓLO
f1f2f3

ΓLO
f1f2f3

, (8.11)

for any generic one-to-two process f1 −→ f2 f3. We start the numerical analysis by using
the parameter set C2, which was used in [91] as well.

Shown in Fig. 8.2 is the normalized deviation of the NLO and LO partial decay widths, as
defined by Eq. (8.11), as a function of the charged Higgs mass mH± , for the decay of the
charged Higgs H+ into the W+ boson and into (a) the lighter Higgs h0 and (b) the heavier
Higgs H0. Each of the plots features four curves for the different renormalization schemes
of the scalar mixing angles, indicated by “Kanemura” for the scheme presented in Sec. 4.8.2,
“p∗-pinched” and “OS-pinched” for the two pinched schemes4 of Sec. 4.8.3 and “Proc.-dep.”
for the process-dependent scheme of Sec. 4.8.4.

4Analogous to Kanemura’s scheme, were we used δβ(2) for all calculations, we use the definition of δβ through
the charged sector from Eqs. (4.165) and (4.168) for the two pinched schemes here and in the following.
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As it can be seen in Fig. 8.2, Kanemura’s scheme and the two pinched schemes lead to
very similar NLO partial decay widths and their difference is only within a few permille to
percent. For the decay into the heavier Higgs, the process-dependent scheme yields similar
NLO corrections, as well. For the decay into the lighter Higgs however, the deviation of NLO
and LO partial decay widths differ more strongly from the other three schemes5 and become
as large as 30 %. For the set C2, this is an indicator that the process-dependent scheme for
the mixing angle counterterms δα and δβ introduces large NLO corrections to the partial
decay width. On the other hand, the analysis within the parameter set C2 shows that the
two pinched schemes yield numerically stable NLO corrections.

In order to analyze the different renormalization schemes in a larger region of the parameter
space, we calculated the NLO partial decay width for all renormalization schemes of δα and δβ
for all 70 000 points contained in the parameter sets S1 to S70. Since we did not want to restrict
the parameter space too strictly, we restricted ourselves to the process H+ −→ W+ h0 in
the following analysis, although for the decay into the heavier Higgs, we would find analogous
results.

In Fig. 8.3, we plotted the deviation ∆ΓH+W+h0 as a function of the LO partial decay width
ΓH+W+h0 for all parameter points of the sets S1 to S70. The plot features a central region for
∆ΓH+W+h0 of ± 30 % within which most results for Kanemura’s scheme and the two pinched
schemes are situated. Since the results for the OS-pinched and p∗-pinched schemes are very
similar, we show in Fig. 8.4 the same plot with a different scale on the ∆ΓH+W+h0 axis,
showing that all three aforementioned schemes yield NLO corrections of the same order of
magnitude. Note that ∆ΓH+W+h0 becomes very large for ΓH+W+h0 −→ 0, since in this limit,
the definition of Eq. (8.11) is ill-defined and diverges. Consequently, we restrict ourselves to
regions where the LO partial decay width is not too small when we draw conclusions about
numerical stability.

In contrast to that, it can be seen in Fig. 8.3 that the process-dependent scheme yields
NLO corrections which are one to two orders of magnitude larger than in the other schemes.
The NLO corrections in the process-dependent scheme are of the order of a few hundred
percent, but electroweak corrections usually involve corrections of the order of a few up to
tens of percents. Since we have considered a large variety of different parameter points of
the 2HDM, we conclude that the process-dependent scheme is in general unsuitable for the
renormalization of the scalar mixing angles, since it leads to numerical instability. On the
other hand, by looking at Fig. 8.3, we realize that both Kanemura’s and the two pinched
schemes lead to numerically stable results. Since the former is gauge-dependent, we conclude
that the two pinched schemes are suitable renormalization schemes for the mixing angles, since
they are process-independent, gauge-independent and numerically stable. Consequently, we
conclude that the “no-go theorem” established in [36] for the MSSM is not applicable for the
renormalization of the scalar mixing angles in the 2HDM. The size of the NLO corrections
does not differ much between the p∗-pinched and OS-pinched scheme, therefore, it is an
arbitrary choice which of the two pinched schemes is used in practice.

8.4. Numerical Results for the Decay H0 −→ Z0 Z0

The next process we want to analyze numerically is the decay H0 −→ Z0 Z0. We calculated
the NLO partial decay widths for all four renormalization schemes of the scalar mixing angles
as presented in Sec. 4.8 for the parameter sets S1 to S70. For a comparison between the NLO
corrections and the LO partial decay widths, we use the quantity defined in Eq. (8.11).

5The reason behind this difference for the two decays is the proportionality factor in the counterterms in
Eqs. (5.9) and (5.10). The counterterms δα and δβ become in general very large in the process-dependent
scheme, but for the decay to the heavier Higgs, the angle counterterms in Eq. (5.10) are proportional to cβ−α,
which is suppressed compared to sβ−α in all parameter sets which we used in this thesis.
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Figure 8.5.: NLO corrections for the parameter set S13. Shown is the normalized
difference ∆Γ between the NLO and LO partial decay widths of the processes H0 −→ Z0 Z0,
as defined in Eq. (8.11), as a function of the heavy CP-even Higgs mass. The calculations
were performed for the full parameter set S13.

In order to compare the four schemes directly with each other, we first focus on the parameter
set S13 which is specified at the end of Sec. 8.2. In Fig. 8.5, the normalized difference
∆ΓH0Z0Z0 between the NLO and LO partial decay width is shown as a function of the CP-
even Higgs mass mH0 . The two pinched schemes as well as Kanemura’s scheme yield NLO
corrections of up to ± 20 % which is still in the bounds which we consider as numerically
stable. The process-dependent renormalization scheme for the mixing angles, however, yields
NLO corrections that become up to one order of magnitude larger, as it was the case for the
processes considered in the previous section. We note additionally that the NLO corrections
for the OS-pinched scheme resembles the ones we get by using Kanemura’s scheme, while
the corrections in the p∗-pinched scheme differ more significantly from Kanemura’s scheme.
This is not only true for the parameter set S13, but for almost all parameter sets which we
considered in Sec. 8.2.

In order to increase the statistics, we considered all 70 000 points of the parameter sets S1 to
S70. In the scatter plot in Fig. 8.6, we show the difference ∆ΓH0Z0Z0 as a function of the LO
partial decay width of the process H0 −→ Z0 Z0. The scatter plot is very similar to Fig. 8.3
from the previous section. In the central region of ∆ΓH0Z0Z0 between ± 40 %, most results for
the two pinched schemes and Kanemura’s scheme are situated, while the process-dependent
scheme yields NLO corrections that are approximately one order of magnitude higher. This
indicates that the process-dependent scheme leads to numerical instability in general and not
only for a few parameter sets and specific processes. This confirms our conclusion from the
previous section, namely that we consider the process-dependent scheme as an unsuitable
scheme for renormalizing α and β. Kanemura’s scheme and the two pinched schemes, on the
other hand, yield NLO corrections which are considered to be numerically stable.

8.5. Numerical Results for the Decay H0 −→ h0 h0

The last process that we consider within the scope of this thesis is the Higgs-to-Higgs decay.
Since it includes the counterterm δΛ5 at NLO, we analyze the NLO partial decay width of the
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Figure 8.6.: Scatter plot for the process H0 −→ Z0 Z0. Shown is the normalized
difference between the NLO and LO partial decay width of the process H0 −→ Z0 Z0

as a function of the LO partial decay width for all parameter sets S1 to S70. Kanemura’s
and the pinched schemes yield NLO corrections of the same order of magnitude, while the
process-dependent scheme leads to very large NLO corrections.

process with respect to different renormalization schemes for δΛ5 and for the scalar mixing
angles separately.

We start by considering the usual MS condition for δΛ5 as introduced in Sec. 4.9.1. We
calculated the NLO partial decay width of the process H0 −→ h0 h0 for all 70 000 parameter
points included in the sets S1 to S70. In the scatter plot in Fig. 8.7, the normalized differences
between the NLO and LO partial decay widths according to Eq. (8.11) are shown as a function
of the LO partial decay width. We note that the ∆ΓH0h0h0 axis is presented in a logarithmic
scale. Since most of the differences ∆ΓH0h0h0 of Kanemura’s and the process-dependent
scheme were negative, we took the absolute of ∆ΓH0h0h0 in order to present all results in the
logarithmic scatter plot in Fig. 8.7. This does not change our interpretation with respect to
numerical stability, since for this, we are only interested in the absolute value of Eq. (8.11).

The scatter plot in Fig. 8.7 shows two distinct results. First, in contrast to the previous two
sections, the NLO corrections for Kanemura’s and the process-dependent scheme are now of
the same order of magnitude and both are in general rather high. Second, the two pinched
schemes differ from Kanemura’s and the process-dependent scheme by two to three orders
of magnitude. We will discuss the former observation further below and consider first the
implications of the latter.

It was already mentioned in Sec. 4.9.2 that the change from the standard to the alternative
tadpole scheme might lead to numerical instability when using the usual MS condition. The
change of the tadpole scheme introduces large UV-finite shifts in the NLO amplitude which
would have to be compensated by corresponding shifts in δΛ5. Since the counterterm is
defined by an MS condition, those shifts are not present in δΛ5, however, thus leading to
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Figure 8.7.: Scatter plot for the usual MS condition. Shown is the normalized dif-
ference between the NLO and LO partial decay width of the process H0 −→ h0 h0 as a
function of the LO partial decay width for all parameter sets S1 to S70. The counterterm
δΛ5 was renormalized by the usual MS condition. Note that the ∆ΓH0h0h0 axis is depicted
in logarithmic scale.

numerical instability in the NLO partial decay width. We discussed in Sec. 4.8.3 that for a
process- and gauge-independent definition of the scalar mixing angles, the pinched scheme
should be used, which requires the alternative treatment of the tadpoles. Consequently, the
usual MS condition cannot be used as a renormalization scheme for δΛ5 if we require a
numerically stable NLO partial decay width.

Instead, we choose to use the improved MS scheme as introduced in Eq. (4.191), which con-
tains additional shifts that compensate the effect of the vev shifts in the alternative tadpole
scheme. Additionally, the improved MS scheme is manifestly gauge-independent. In Fig. 8.8,
we show the scatter plot for all renormalization schemes of δα and δβ when using the im-
proved MS condition for δΛ5. It can be seen that now, all renormalization schemes lead
to NLO corrections which are approximately of the same order of magnitude. Additionally,
Kanemura’s and the pinched schemes yield NLO corrections which are very similar, while for
the process-dependent schemes, slight deviations can be observed.

We already mentioned that in contrast to the previous processes, the NLO corrections to the
process H0 −→ h0 h0 can get as large as ± 400 % for most of the parameter points even
in Kanemura’s scheme, which seems to be unacceptable with respect to numerical stability.
However, such large corrections were already previously observed in Higgs-to-Higgs decays
within the 2HDM [56]. In the following, we present arguments that these large NLO cor-
rections are not the results of choosing numerically unstable renormalization schemes. They
are rather a speciality of the vertex corrections of the process H0 −→ h0 h0 following from
freedom of the parameter choice within the 2HDM, which is not constrained by additional
symmetries as it is the case in e.g. supersymmetric extensions of the SM.
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Figure 8.8.: Scatter plot for the improved MS condition. Shown is the normalized
difference between the NLO and LO partial decay width of the process H0 −→ h0 h0 as
a function of the LO partial decay width for all parameter sets S1 to S70. The counterterm
δΛ5 was renormalized by the improved MS condition.

If we consider the expressions for the scalar masses of the 2HDM given in Eqs. (2.29) – (2.34),
we realize that the masses of the Higgses φ ∈ {H0, A0, H±} can be written as [56]

m2
φ = M2 + Lin(λiv

2) +O
(
v4

M4

)
, (8.12)

where we used the definition of M2 given in Eq. (2.37). We refer to M2 as the scale of the
soft-Z2-symmetry breaking. The expression“Lin”stands for linear combinations of the 2HDM
potential parameters λi (i = 1, .., 5) of Eq. (2.7) corresponding to the respective scalar mass
which is considered.

If our 2HDM input parameters, i.e. the scalar masses, the mixing angles and Λ5, are chosen
such that M2 � λiv

2 holds, then the scalar masses and the soft-breaking scale M2 are of
the same order of magnitude according to Eq. (8.12) and the former depend only weakly on
the parameters λi. In this case, the 2HDM can be described by an effective theory with only
one scalar doublet in the SM limit [56], and the NLO loop effects in the vertex corrections
vanish in the limit of heavy masses mφ due to the decoupling theorem [149]. In this regime,
the corrections to the triple-Higgs couplings are within the boundaries of the processes we
considered before. If we calculate the NLO corrections for the parameter set S6, which
contains mass parameters which obey the limit M2 � λiv

2, we observe in Fig. 8.9 that
the normalized difference between the NLO and LO partial decay width is mostly below an
absolute value of 30 % for Kanemura’s and the two pinched schemes, which we still consider as
numerically stable. In contrast to that, we observe that the process-dependent scheme yields
very large NLO corrections. Analogously to the previous processes, we conclude that the
process-dependent scheme of the angle counterterms is an unsuitable renormalization scheme
with respect to numerical stability, in general.
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Figure 8.9.: NLO corrections for the parameter set S6. Shown is the normalized
difference ∆Γ between the NLO and LO partial decay widths of the processes H0 −→ h0 h0,
as defined in Eq. (8.11), as a function of the heavy CP-even Higgs mass. The counterterm
δΛ5 is renormalized by the improved MS condition. The calculations were performed for the
full parameter set S6.

If the input parameter set corresponds to the other limit, namely M2 . λiv
2, and simulta-

neously large scalar masses are chosen, then the coupling constants λi have to adopt large
values according to Eq. (8.12). This corresponds to the strong coupling limit where the de-
coupling theorem does not apply. In this limit, the loop contributions in the scalar sector are
in general given by a power law in the scalar masses mφ [56]. For the vertex corrections of
the process H0 −→ h0 h0, the size of the corrections is a function of m4

H0 , which has been
checked explicitly for several parameter sets. Since we choose parameter sets with high Higgs
masses, the NLO corrections are very high in this regime. Most of the parameter sets S1 to
S70 correspond to this case. Consequently, the deviations between the LO and NLO partial
decay width that we observe in Fig. 8.8 are very high.

We note that the Higgs sector of the MSSM corresponds to the decoupling limit M2 � λiv
2,

since the coupling constants λi are fixed at O(g2) and consequently, large Higgs masses can
only be generated by choosing M2 to be large [56]. Therefore, the parameters of the MSSM
Higgs sector are protected by supersymmetric relations and automatically do not depend
strongly on large Higgs masses. In the 2HDM however, there is no corresponding symmetry
which restricts the parameter choice of the scalar sector.

We conclude from this that the large deviations between the LO and NLO partial decay
widths which we observed in Fig. 8.8 are not due to numerical instability of our chosen renor-
malization schemes, but rather due to the freedom of the parameter choice within the 2HDM.
In Fig. 8.9, we observe that parameters exist within current theoretical and experimental
bounds which yield moderate NLO corrections for Kanemura’s and the two pinched schemes.
Therefore, we suggest the renormalization of δΛ5 in the improved MS scheme together with
one of the two pinched schemes for δα and δβ as a process-independent, gauge-independent
and numerically stable renormalization scheme for the 2HDM.

As the last analysis for the process H0 −→ h0 h0, we consider the numerical results for the
process-dependent definition of δΛ5. Since the counterterm is defined over the OS decay of
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Figure 8.10.: NLO corrections for the parameter set S72. Shown is the normalized
difference ∆Γ between the NLO and LO partial decay widths of the processes H0 −→ h0 h0,
as defined in Eq. (8.11), as a function of the heavy CP-even Higgs mass. The counterterm
δΛ5 is renormalized in the process-dependent scheme. The calculations were performed for
the full parameter set S72.

the heavy Higgs into two CP-odd Higgses A0, we only used the parameter sets S71 to S90

which were generated with the appropriate kinematic constraints. However, it turned out in
the numerical evaluation that the parameter sets are not suitable for a detailed analysis in
the form of a scatter plot, since almost all parameter sets lead to NLO partial decay widths
which are negative for the process-dependent scheme of δΛ5. We note that these negative
results are not due to a bug in the used software, but rather the consequence of very large
negative NLO contributions which lead to an overall negative NLO partial decay width, since
at NLO, we consider in Eq. (3.12) only the interference term of the LO and NLO amplitude,
but not the absolute square of the NLO amplitude.

The parameter set S72 is one of the few sets which contains enough parameters that lead
to a positive NLO partial decay width for the process-dependent scheme for δΛ5. Shown
in Fig. 8.10 is the normalized difference between the LO and NLO partial decay width as a
function of the CP-odd mass. As it can be seen in the plot, the process-dependent scheme
of the scalar mixing angles leads to very large NLO corrections, while the corrections for
Kanemura’s scheme are moderate. The results for the two pinched schemes are numerically
more stable than for the process-dependent scheme, but with a deviation of 50 % still in a
region where they are rather high.

Since the parameter set S72 features only a small variation of mA0 , we present only a pre-
liminary conclusion due to the lack of statistics. The fact that most parameter sets yield
negative NLO partial decay widths for the process-dependent scheme of δΛ5 can be consid-
ered as an indicator that the scheme itself might be unsuitable. However, this has to be
investigated further in future work. For the parameters which yield positive NLO partial
decay widths, it can be seen that only Kanemura’s scheme is in the region of numerical sta-
bility, but this scheme is explicitly gauge-dependent. This result, together with the fact that
the process-dependent definition of δΛ5 leads to very strict kinematic bounds on the 2HDM
input parameters, leads us to the preliminary conclusion that the process-dependent scheme
is an unsuitable renormalization scheme for the 2HDM parameter Λ5.



CHAPTER 9

Conclusion and Outlook

This thesis has dealt with the complete renormalization of the CP-conserving 2HDM in the
electroweak sector. Despite its enormous success, the SM of particle physics does not explain
several observed phenomena, such as the dominance of matter over antimatter [27] and the
abundance of dark matter compared to baryonic matter in our universe [28]. The 2HDM,
as one of the simplest extensions of the SM, provides an extended scalar sector with an
enriched phenomenology, a possible dark matter candidate for a special type of 2HDM [29,
30] and mechanisms of CP-violation necessary for the explanation of the matter-antimatter
asymmetry [31].

We presented the electroweak Lagrangian of the 2HDM. In comparison to the SM with only
one scalar SU(2)L doublet, the scalar Lagrangian of the 2HDM contains two scalar SU(2)L
doublets with non-vanishing vevs v1 and v2 [32]. Through the mechanism of spontaneous
symmetry breaking, the particles of the 2HDM gain mass, and the fields of the two scalar
doublets can be rotated with the two scalar mixing angles α and β from the gauge basis to
the mass basis. Through this rotation, five physical Higgs bosons arise: two CP-even Higgses
H0 and h0, one CP-odd Higgs A0 and two charged Higgs bosons H±. Furthermore, the scalar
potential features a rich vacuum structure, parametrized by two tadpole parameters whose
vanishing represents the minimum states of the potential [33]. These tadpole parameters,
together with the masses of the 2HDM, the two scalar mixing angles and the scalar potential
parameter Λ5, are contained in our set of independent parameters of the 2HDM.

The first run of the LHC unveiled the existence of a scalar SM-like Higgs boson [17,18]. Due to
the current run II at a center-of-mass energy of 13 TeV, it is expected that the scalar sector will
be explored in even more detail. For a comparison of experimental data with BSM theories like
the 2HDM, precise predictions are needed. In order to refine these predictions by calculating
several decay modes at NLO, we need to specify the renormalization program for the 2HDM.
We presented a generic OS renormalization approach through which all mass counterterms
and wave function renormalization constants of the 2HDM were fixed. For the renormalization
of the vacuum conditions, namely that the vevs represent the true minimum states of the
two scalar doublets even at NLO, we presented two distinct approaches, the standard and
the alternative tadpole scheme. While the former is the scheme which is most prevalent in
literature [52, 56, 85], we emphasized the advantages of using the latter scheme [84], namely
that it allows for a manifestly gauge-independent definition of all counterterms of the masses,
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the scalar mixing angles and of Λ5. Additionally, we presented in detail the implications of the
alternative tadpole scheme on the explicit form of all renormalization constants. Within this
alternative scheme, the tadpole counterterms appearing in the mass counterterms and wave
function renormalization constants of the scalar sector vanish, while all amplitudes associated
with NLO calculations, i.e. vertex corrections and self-energies involved in the definitions of
counterterms, must include contributions from tadpole diagrams wherever they can appear
in the 2HDM.

Within the MSSM, a “no-go theorem” was established [36] which states that renormaliza-
tion schemes for the mixing angle β are not simultaneously gauge-independent, process-
independent and numerically stable. For the renormalization of the two scalar mixing angles α
and β in the 2HDM, we presented several distinct renormalization schemes and analyzed them
with respect to gauge-dependence. One of the renormalization schemes of the scalar mixing
angles is Kanemura’s scheme [56, 85] which connects the definition of the counterterms δα
and δβ with the off-diagonal wave function renormalization constants of the scalar sector. We
have shown analytically that this approach leads to a manifestly gauge-dependent definition
of the two counterterms. By using the alternative tadpole scheme and the modified versions of
the CP-even, CP-odd and charged scalar self-energies gained by the application of the pinch
technique [92–97], we introduced the pinched scheme as a manifestly gauge-independent renor-
malization scheme for δα and δβ. Additionally, we presented a process-dependent scheme [36]
for comparison with the other schemes, where the scalar mixing angle counterterms are fixed
through the OS processes A0 −→ τ+ τ− and H0 −→ τ+ τ−. We have shown analytically
that within the process-dependent scheme, the counterterms of the scalar mixing angles are
gauge-dependent when using the standard tadpole scheme and manifestly gauge-independent
when the alternative tadpole scheme is used.

For the renormalization of the 2HDM parameter Λ5, we presented an MS scheme [56]. When
using the alternative tadpole scheme instead of the standard one, we have shown numerically
that the counterterm δΛ5 is manifestly gauge-independent. Furthermore, we discussed that
within the alternative tadpole scheme, the MS condition for δΛ5 has to be modified consis-
tently within the internal parameter relations of the 2HDM in order to yield a numerically
stable NLO partial decay width. As a comparison to the MS scheme, we additionally pre-
sented a process-dependent scheme for δΛ5, where the counterterm is fixed through the OS
process H0 −→ A0 A0.

For the application of the different renormalization schemes presented in this thesis, we con-
sidered several 2HDM-specific decays as exemplary processes. We introduced a generic for-
malism for the calculation of partial decay widths of one-to-two decay processes at LO and
NLO. This formalism was applied to the decays H+ −→ W+ h0/H0, H0 −→ Z0 Z0

and H0 −→ h0 h0. We calculated the full electroweak NLO corrections to all decays
in general Rξ gauge by use of the automatization tools FeynArts 3.9 [55] and FeynCalc

8.2.0 [118]. In case of the decays of the charged Higgs H+, we included real corrections
to render the NLO amplitude IR-finite [91]. By use of the tool LoopTools 2.12 [120], we
verified the UV-finiteness of the NLO partial decay widths for every process and all renor-
malization schemes numerically. Additionally, we analyzed the full NLO decay amplitudes of
all processes analytically and numerically with respect to gauge-dependence. We showed that
for the renormalization of the scalar mixing angles, Kanemura’s scheme inevitably leads to a
gauge-dependent NLO partial decay width, while the process-dependent and the two pinched
schemes yield manifestly gauge-independent NLO partial decay widths independently on the
chosen tadpole scheme. For the potential parameter Λ5, we have checked numerically that
all renormalization schemes for δΛ5 lead to an overall gauge-independent partial decay width
at NLO if the angle counterterms are defined by a gauge-independent scheme.
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In order to check for numerical stability, we implemented the SM input parameters [46,
128, 129] and generated several input files for the 2HDM-specific input parameters with the
help of the tool ScannerS [130]. All generated scalar masses, mixing angles and Λ5 are
points in the 2HDM parameter space which are still allowed after the experimental and
theoretical constraints have been applied [138]. The generated parameter points were used for
a numerical evaluation of the NLO partial decay widths of the processes H+ −→ W+ h0/H0

and H0 −→ Z0 Z0. It was verified numerically that Kanemura’s scheme yields a gauge-
dependent NLO partial decay width. Furthermore, it was shown that the process-dependent
scheme for renormalizing the scalar mixing angles leads to numerical instability for almost
all parameter sets and processes that we considered. Therefore, both Kanemura’s and the
process-dependent scheme are considered to be unsuitable renormalization schemes. The
renormalization of the scalar mixing angles in the two pinched schemes yields moderate NLO
corrections to the partial decay widths for almost all parameter sets for the decays that
we considered in the thesis. In summary, it was shown that the two pinched schemes are
manifestly gauge-independent, process-independent and numerically stable renormalization
schemes for δα and δβ, and a “no-go theorem” analogous to the MSSM is not established for
the 2HDM.

For the decay H0 −→ h0 h0, we have shown that within the alternative tadpole scheme, the
MS scheme for δΛ5 leads to numerically highly unstable NLO corrections, but the application
of the improved MS scheme leads to NLO corrections which are in the same order of magni-
tude as for the MS condition in the standard tadpole scheme and for the process-dependent
definition of Λ5. The numerical analysis showed that the NLO corrections are in general large
for all renormalization schemes of the scalar mixing angles, which was explained as being a
general phenomenon of the freedom of parameter choice within the 2HDM instead of being
an indicator of numerical instability. Some of our generated parameter sets were in the region
of the strong coupling limit, in which large scalar masses contribute in the form of a power
law to the NLO virtual vertex corrections, consequently leading to numerical instability. We
have shown that for other parameter sets, the decoupling limit can be applied, where the
NLO corrections are only weakly dependent on large scalar masses, leading to moderate and
numerically stable NLO corrections for the improved MS scheme. The process-dependent
scheme for δΛ5 yielded larger NLO corrections. However, only a few generated 2HDM input
parameter sets were suitable for an analysis of the scheme. Therefore, we did not conclude a
strong statement on numerical stability for this scheme.

In future work, it would be interesting to increase the statistics of the numerical analysis in
general and especially for the Higgs-to-Higgs decays by generating a larger amount of 2HDM
parameter sets. By separating the parameters of these sets according to their affiliations
to the strong coupling or decoupling limits or by a more systematic variation of the 2HDM
parameters, it would be possible to draw a stronger conclusion of the effects of the chosen
input parameter sets on the size of the NLO corrections. Additionally, the generation of more
suitable parameter sets for the process-dependent scheme for δΛ5 would allow for a stronger
statement on the numerical stability of this scheme. Furthermore, the pinched scheme for
δα and δβ as well as the improved MS scheme for δΛ5 should be applied to all possible
decays of the 2HDM at NLO. A numerical evaluation of all processes would show if these
schemes fulfill the criterion of numerical stability in general, additionally to being manifestly
gauge-independent and process-independent. If this was shown for all processes, the pinched
schemes for δα and δβ and the improved MS scheme for δΛ5 could be established as the
preferred renormalization schemes for the 2HDM.





APPENDIX A

Alternative Parametrization of the 2HDM Potential

The form of the 2HDM potential introduced in Eq. (2.7) is one of the most commonly used
ones in the literature [33,150], although, it is not the only way to parametrize the scalar sector.
Another form of parametrization is the one introduced in the Higgs Hunter’s Guide [32], which
is implemented in the FeynArts [55] model file. Therefore, it is convenient to state this form
of the potential explicitly, as well.

The most general form of the 2HDM potential in the Higgs Hunter’s Guide parametrization,
restricted by a discrete Z2 symmetry Φ1 → −Φ1 that is only softly violated, contains seven
real parameters Λi (i = 1, ..., 7), two real vacuum expectation values V1, V2 and one real CP-
violating phase ξ. Note that we use an upper case notation for the vevs in order to distinguish
them from those of the potential in Sec. 2.4. The vevs for the two different parametrizations
of the potentials are connected through the relations

V1 =
v1√

2
, V2 =

v2√
2
, v2 =

2V1V2

sβcβ
. (A.1)

The minimum conditions are automatically fulfilled by the parametrization. In the CP-
conserving case, i.e. for Λ7 = 0 and ξ = 0, the 2HDM potential is given by [150]
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In the CP-conserving case, the parameters of the potential in Eq. (2.7) can be converted into
those of the potential in Eq. (A.2) through the relations [150]

λ1 = 2 (Λ1 + Λ3) ,

λ2 = 2 (Λ2 + Λ3) ,

λ3 = 2Λ3 + Λ4 ,

λ4 = −Λ4 +
Λ5 + Λ6

2
,

λ5 =
Λ5 − Λ6

2
,

m2
11 = −2V 2

1 Λ1 − 2
(
V 2

1 + V 2
2

)
Λ3 ,

m2
22 = −2V 2

2 Λ2 − 2
(
V 2

1 + V 2
2

)
Λ3 ,

m2
12 = V1V2Λ5 ,

(A.3)

and vice versa through [150]
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(A.4)

Note that m2
11 and m2

22 are absent in Eq. (A.4), since both parameters can be eliminated
from the 2HDM potential by using the tadpole conditions, as shown in Eq. (2.14).



APPENDIX B

Introduction to the Pinch Technique

In the following, we want to present a detailed introduction to the pinch technique. The main
focus of the introduction lies on the presentation of the principles of the pinch technique as
well as on the performance of actual calculations. Most of this introduction is adopted from
D. Binosi and J. Papavassiliou [93] and can be seen as a brief review of some parts of their
work.

B.1. Motivation

The quantization of vector fields in quantum field theories gives rise to gauge-freedom. Such
a freedom is inherently unphysical in the sense that it introduces a gauge-dependence in
the results of many calculations within the field-theoretical framework. Since gauge-freedom
is purely unphysical, it is clear that all calculated physical predictions, e.g. partial decay
widths as observables, must be manifestly gauge-independent. However, it may happen that
intermediate parts of the calculations, e.g. self-energies or mass counterterms, turn out to
be gauge-dependent. It is then only the coherent sum of all these contributions that gives
manifestly gauge-independent results.

With the help of the pinch technique, it is possible to extract these gauge-dependences in
an unambiguous way. It turns out that the gauge-dependences are similar in structure, no
matter of their origins. In the language of Feynman diagrams, it can be shown that all gauge-
dependences of a certain process have structures like e.g. self-energies. The pinch technique
allows to isolate and extract these gauge-dependences in a unique way. It is then possible to
construct e.g. self-energies and mass counterterms which are manifestly gauge-independent
by themselves.

The main motivation for using the pinch technique within the scope of this thesis is the gauge-
independent construction of scalar mixing angle counterterms in the 2HDM. The concept of
the technique itself is independent of the considered model, however. For the introduction of
the pinch technique we will restrict ourselves to QCD since in this theory, many calculations
are simplified considerably.
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Figure B.1.: Topological contributions to the one-loop scattering amplitude. The
one-loop amplitude of the fermion-fermion scattering process consists of all box diagrams
Abox, triangle diagrams Atri and self-energy diagrams Aself. The diagrams represent only the
respective topologies and have to be replaced by the actual QCD diagrams for performing
the calculations.

B.2. Basic Principles of the Pinch Technique

B.2.1. Cancellation of Gauge-Dependences within One-Loop Amplitudes

We consider an elastic two-to-two scattering process of two fermions with masses m1 and m2

as an exemplary scattering process. At the one-loop level, the scattering amplitude contains
contributions1 from box diagrams Abox, triangle diagrams Atri and self-energy diagrams Aself.
The topological contributions as well as the momenta of the fermions are depicted in Fig. B.1.
For convenience, we introduce the Mandelstam variables

s := (r1 + p1)2 = (r2 + p2)2 , (B.1)

t := (r1 − r2)2 = (p1 − p2)2 , (B.2)

u := (r1 − p2)2 = (p1 − r2)2 . (B.3)

Each of the amplitudes shown in Fig. B.1 contains internal gluons. If we perform the gauge-
fixing of our theory in general Rξ gauge, then the gauge-dependence in these amplitudes
appears through longitudinal components in the gluon propagators, parametrized by the
gauge-fixing parameter ξ of the gluons. The full one-loop contribution to the fermion-fermion
scattering amplitude is simply the sum of all topological contributions,

A1loop(s, t,m1,m2) := Abox(s, t,m1,m2; ξ) +Atri(t,m1,m2; ξ) +Aself(t; ξ) , (B.4)

where in brackets, we stated the explicit dependence of the respective amplitudes on the
Mandelstam variables, the fermion masses and on the gauge-fixing parameter ξ. On the
left-hand side of Eq. (B.4), we made explicit that the full one-loop contribution A1loop is
manifestly gauge-independent2.

Due to the fact that the left-hand side of Eq. (B.4) does not depend on ξ, it is clear that
the gauge-dependences of the box, triangle and self-energy diagrams in the right-hand side
of Eq. (B.4) must cancel against each other. The main idea of the pinch technique is to
isolate the gauge-dependent parts of each topology and rearrange the amplitudes in such a
way that each amplitude in Eq. (B.4) is manifestly gauge-independent by itself. That such a
rearrangement is in principle possible shall be outlined in the following.

Differentiating Eq. (B.4) with respect to s and ξ immediately yields

d2Abox(s, t,m1,m2; ξ)

ds dξ
= 0 . (B.5)

1For better readability, we omit a global factor of i in all amplitudes in this section.
2The full scattering amplitude, i.e. the S-matrix element of the corresponding process, is gauge-independent
order-by-order in perturbation theory [5].
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Consequently, the sum of all box diagrams of the scattering process can be brought into the
form

Abox(s, t,m1,m2; ξ) ≡ Âbox(s, t,m1,m2) + fbox(t,m1,m2; ξ) , (B.6)

where the term fbox contains all gauge-dependent parts which originate from the box dia-
grams, while Âbox is manifestly gauge-independent. Since the contributions in fbox have the
same dependence on the Mandelstam variables and masses as the triangle diagrams, we can
add the former to the triangle diagrams in Eq. (B.4) by defining

Ãtri(t,m1,m2; ξ) := Atri(t,m1,m2; ξ) + fbox(t,m1,m2; ξ) . (B.7)

Next, we differentiate Eq. (B.4) with respect to ξ and the masses m1, m2, which yields

d3Ãtri(t,m1,m2; ξ)

dm1 dm2 dξ
= 0 . (B.8)

This allows us to cast the triangle diagrams into the form

Ãtri(t,m1,m2; ξ) ≡ Âtri(t,m1,m2) + ftri(t; ξ) , (B.9)

where the quantity Âtri is manifestly gauge-independent and all gauge-dependent parts of
the triangle diagrams were shifted into the term ftri. The latter has the same structure as
the self-energy contributions in Eq. (B.4), therefore, we combine both to create the modified
self-energy contributions

Ãself(t; ξ) := Aself(t; ξ) + ftri(t; ξ) . (B.10)

As a last step, we differentiate Eq. (B.4) again, now with respect to ξ only, which yields

dÃself(t; ξ)

dξ
= 0 . (B.11)

This identity makes it clear that the modified self-energies are manifestly gauge-independent
by themselves:

Ãself(t; ξ) ≡ Âself(t) . (B.12)

The rearrangement of the gauge-dependent parts through Eqs. (B.6), (B.9) and (B.12) shows
that Eq. (B.4) can be written in an alternative, though completely analogous form as

A1loop(s, t,m1,m2) = Âbox(s, t,m1,m2) + Âtri(t,m1,m2) + Âself(t) . (B.13)

However, in contrast to Eq. (B.4), this form of the one-loop scattering amplitude makes it
clear that all modified contributions from box, triangle and self-energy diagrams in Eq. (B.13)
form manifestly gauge-independent subsets by themselves.

We have demonstrated that the gauge-dependences of the box, triangle and self-energy dia-
grams cancel against each other in order to create the overall gauge-independent one-loop am-
plitude. On the other hand, we also have shown that the gauge-dependences of each topology
can be extracted in the form of the terms fbox and ftri. The combination of these terms with
the topological contributions of the amplitude allows for the creation of gauge-independent
subsets for each topology. The pinch technique is a computational tool which allows us to
determine precisely these terms fbox and ftri in an unambiguous way. As a consequence, the
cancellation of the gauge-dependences within a one-loop amplitude is made explicit. Further-
more, the pinch technique allows for the creation of a manifestly gauge-independent pinched
self-energy, which will be demonstrated in App. B.3.9.
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B.2.2. The Pinch Technique in Practice

In order to apply the pinch technique, we have to specify a toy scattering process involving
external fermions. We consider any external fermion with momentum p and mass m to be
OS, so that the Dirac equation holds:

ū(p)
(
/p−m

)
= 0 ,(

/p−m
)
u(p) = 0 .

(B.14)

If our goal is not only the analysis of the cancellation of all gauge-dependences within the one-
loop scattering amplitude, but furthermore the creation of a manifestly gauge-independent
pinched self-energy, we have to choose a process which contains the unpinched version of this
self-energy in the LO scattering amplitude in the form of a LO propagator.

We define the propagator for a fermion with momentum p,

iS(p) :=
i
(
/p+m

)
p2 −m2

≡ i

/p−m
, (B.15)

where the momentum is pointing in the direction of fermion number flow. Up to a factor of
i, the inverse of the propagator is given by

S−1(p) = /p−m . (B.16)

Many of the box, triangle and self-energy contributions in Fig. B.1 contain internal fermions
with momenta k + p inside loops, with k being the loop momentum, which appear in the
form of a fermion propagator S(k + p). The main idea of the pinch technique is to trigger
the elementary Ward identity

/k =
(
/k + /p−m

)
−
(
/p−m

)
= S−1(k + p)− S−1(p)

(B.17)

for any of these internal fermions inside the loop. If p is an external fermion momentum, then
the second part of Eq. (B.17) vanishes OS due to Eq. (B.14),

ū(p)S−1(p) = S−1(p)u(p) = 0 , (B.18)

while the first part of Eq. (B.17) has the structure to cancel the internal fermion propagator,
i.e. the internal fermion is pinched out :

S(k + p)S−1(k + p) = S−1(k + p)S(k + p) = 1 . (B.19)

In the language of Feynman diagrams, this means that diagrams with internal fermion prop-
agators are reduced to diagrams with effective, unphysical vertices (i.e. vertices that are not
contained in the Lagrangian) in order to make the gauge-dependence explicit. In the end, all
gauge-dependent contributions of these diagrams cancel precisely when calculating the full
one-loop scattering amplitude.

In order to demonstrate this procedure, we will calculate the full one-loop contributions to
the quark-quark scattering amplitude in QCD and show how the pinch technique is applied
in order to unambiguously isolate the gauge-dependent parts.
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B.3. Gauge-Independent Quark-Quark Scattering Amplitude

B.3.1. Preliminary Remarks

Throughout our calculations, we need several identities of the color algebra as listed below.
We follow Einstein’s sum convention, meaning that we sum over repeated indices. The useful
relations are [5] [

ta, tb
]

= ifabctc , (B.20)

ifabctatb = −1

2
CAt

c , (B.21)

tatbta =

(
Cf −

1

2
CA

)
tb , (B.22)

fabcfabd = CAδ
ab , (B.23)

where ta ≡ taf (a = 1, 2, ..., 8) are the generators in the fundamental representation, fabc are
the structure constants and Cr are the Casimir eigenvalues of the SU(3)C , i.e. the invariants
of the representation r as defined by

tar t
a
r = Cr1 (B.24)

for both the adjoint (r = A) and fundamental (r = f) representation.

For the calculation of the pinch contributions beyond LO, we define the short-hand notation∫
k

:=

∫
d4k

(2π)4
(B.25)

for the integral operator appearing in the one-loop amplitudes. We want to emphasize that
the application of the pinch technique is independent of the regularization of the UV-divergent
one-loop integrals. Consequently, the cancellation of all gauge-dependent pinched parts within
the one-loop amplitude takes place before any UV divergences are regularized and renormal-
ized. For the purpose of demonstrating the cancellation of all gauge-dependences, we will not
solve any one-loop diagram. We will, however, make use of the following integral [5]:∫

k

kµ
k4

= 0 . (B.26)

B.3.2. The Scattering Amplitude at LO

We choose the scattering of two quarks with equal masses m as depicted in Fig. B.2 as our
toy process. In order to perform the calculations by hand, we need the gluon propagator for
a gluon with momentum q in general Rξ gauge, which reads [5]

i∆µν(q) = − i

q2

[
gµν − (1− ξ)qµqν

q2

]
≡ − i

q2

[
gµν − λ

qµqν
q2

]
, (B.27)

where we introduced the shorthand notation

λ := 1− ξ . (B.28)

Since our toy process in Fig. B.2 is a t-channel scattering diagram, the kinematics of the
process is determined by

q = r2 − r1 = p1 − p2 =
√
t . (B.29)
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r2

p2

r1

p1

q

Figure B.2.: Quark-quark scattering at LO. The scattering of two quarks, here depicted
at LO, serves as our toy process for introducing the pinch technique. Note that we are only
interested in the QCD-part of the scattering, i.e. the diagram that contains a gluon.

At LO, the scattering amplitude is given by

iALO = iΓaµ(r1,r2)i∆µν(q)iΓaν(p1,p2) , (B.30)

where we defined the quark-quark-gluon vertex together with the contracted external spinor
structure [5],

iΓaν(p1,p2) := iū(p1)gst
aγνu(p2) , (B.31)

with γν being the Dirac matrices, gs the strong coupling constant and ū(p1) and u(p2) the
(adjoint) spinors of the external quarks with momenta p1 and p2, respectively. The form of
the other quark-quark-gluon vertex appearing in Fig. B.2 is analogous to Eq. (B.31).

Due to the appearance of the gauge-fixing parameter ξ in Eq. (B.27), we would expect that the
scattering amplitude in Eq. (B.30) is manifestly gauge-dependent even at LO. When inserting
Eqs. (B.27) and (B.29) into Eq. (B.30) however, we realize that due to the Dirac equation
in Eq. (B.14), the gauge-dependent part of the propagator is removed and the scattering
amplitude reduces to

iMtree = iΓaµ(r1,r2)

−igµν
q2

iΓaν(p1,p2) , (B.32)

which is manifestly gauge-independent as expected.

In the following, we want to apply the pinching procedure to the one-loop level. In order
to simplify the bookkeeping, we will investigate the distinct topological contributions from
Fig. B.1 of the one-loop amplitude separately.

B.3.3. Pinch Contributions from the Box Diagrams

We first consider the two NLO box diagrams shown in Fig. B.3. With the kinematics stated
in the Feynman diagrams, the sum of the two contributions reads

iAbox =

∫
k
g2

s ū(r1)γαtaS(r2 − k)γρtbu(r2)∆αβ(k − q)∆ρσ(k)

· g2
s ū(p1)

[
γβtaS(p2 + k)γσtb + γσtbS(p1 − k)γβta

]
u(p2) .

(B.33)

Inserting the product of the two gluon propagators,

∆αβ(k − q)∆ρσ(k) =
1

k2(k − q)2

[
gαβgρσ − λ

(
(k − q)α(k − q)β

(k − q)2
gρσ +

kρkσ
k2

gαβ

)
+ λ2 (k − q)α(k − q)βkρkσ

k2(k − q)2

]
,

(B.34)

into Eq. (B.33) allows for the separation of the box diagrams into three distinct contributions,

iAbox = [iAbox]ξ=1 + [iAbox]λ + [iAbox]λ2 , (B.35)
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iAbox =

r2

p2

r1

p1

k

r2 − k

p2 + k

k − q +

r2

p2

r1

p1

k

r2 − k

p1 − k

k − q

Figure B.3.: One-loop box contributions. The one-loop box diagrams introduce several
pinching terms which contain the gauge-dependence. The kinematics is given in the diagram.
For the quarks, the direction of momentum flow is equivalent to the direction of fermion
number flow.

where we defined

[iAbox]ξ=1 :=

∫
k
g2

s ū(r1)γαtaS(r2 − k)γρtbu(r2)
gαβgρσ

k2(k − q)2

· g2
s ū(p1)

[
γβtaS(p2 + k)γσtb + γσtbS(p1 − k)γβta

]
u(p2) , (B.36)

[iAbox]λ := −λ
∫
k
g2

s ū(r1)γαtaS(r2 − k)γρtbu(r2)

(
(k − q)α(k − q)β

k2(k − q)4
gρσ +

kρkσ
k4(k − q)2

gαβ

)
· g2

s ū(p1)
[
γβtaS(p2 + k)γσtb + γσtbS(p1 − k)γβta

]
u(p2) , (B.37)

[iAbox]λ2 := λ2

∫
k
g2

s ū(r1)γαtaS(r2 − k)γρtbu(r2)
(k − q)α(k − q)βkρkσ

k4(k − q)4

· g2
s ū(p1)

[
γβtaS(p2 + k)γσtb + γσtbS(p1 − k)γβta

]
u(p2) . (B.38)

The pinch technique is always applied if a contracted loop momentum /k (or other combina-
tions /k ± /q containing the loop momentum) appears next to an internal fermion propagator.
To illustrate the procedure, we first focus on Eq. (B.37) and take a look at the effect of the
loop momentum kσ being contracted with the Dirac matrices in the second line of Eq. (B.37):

kσg
2
s ū(p1)

[
γβtaS(p2 + k)γσtb + γσtbS(p1 − k)γβta

]
u(p2)

= g2
s ū(p1)

[
γβtaS(p2 + k)/ktb + /ktbS(p1 − k)γβta

]
u(p2)

(B.17)
= g2

s ū(p1)
[
γβtaS(p2 + k)

(
S−1(p2 + k)− S−1(p2)

)
tb

−
(
S−1(p1 − k)− S−1(p1)

)
tbS(p1 − k)γβta

]
u(p2)

(B.18)
= g2

s ū(p1)
[
γβtaS(p2 + k)S−1(p2 + k)tb

−S−1(p1 − k)tbS(p1 − k)γβta
]
u(p2)

(B.19)
= g2

s ū(p1)γβ
[
ta, tb

]
u(p2)

(B.20)
= ig2

s ū(p1)γβfabctcu(p2)

(B.31)
= gsf

abciΓcβ(p1,p2)

(B.39)

Using Eqs. (B.17) and (B.19) is precisely the application of the pinch technique. The inter-
mediate result in Eq. (B.39) has the form of a new effective vertex of two quarks and two
gluons, since the lower internal fermions in the two loops in Fig. B.3 are pinched out.
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In order to consistently apply the pinch technique, we have to pinch again, since the other
momentum kρ can also be contracted with the Dirac matrix in the first line of Eq. (B.37):

kρg
2
s ū(r1)γαtaS(r2 − k)γρtbu(r2)

= g2
s ū(r1)γαtaS(r2 − k)/ktbu(r2)

= −g2
s ū(r1)γαtaS(r2 − k)

(
S−1(r2 − k)− S−1(r2)

)
tbu(r2)

= −g2
s ū(r1)γαtatbu(r2) .

(B.40)

Combining both results gives the first part of the contribution to [iAbox]λ:

− λ
∫
k
g2

s ū(r1)γαtaS(r2 − k)γρtbu(r2)
kρkσ

k4(k − q)2
gαβ

· g2
s ū(p1)

[
γβtaS(p2 + k)γσtb + γσtbS(p1 − k)γβta

]
u(p2)

= λ

∫
k

gαβ
k4(k − q)2

g3
s ū(r1)γαfabctatbu(r2)iΓcβ(p1,p2)

(B.21)
=

1

2
λg2

sCA

∫
k

gαβ
k4(k − q)2

iū(r1)gst
cγαu(r2)iΓcβ(p1,p2)

=
1

2
λg2

sCA

∫
k

gαβ
k4(k − q)2

iΓcα(r1,r2)iΓ
cβ
(p1,p2)

=
1

2
λg2

sCA

∫
k

gαβ
k2(k + q)4

iΓcα(r1,r2)iΓ
cβ
(p1,p2) .

(B.41)

In the last step, a shift of the loop momentum has been performed. The calculations of the
second contribution to [iAbox]λ as well as of the contribution [iAbox]λ proportional to λ2 are
completely analogous. In total, the contributions read

[iAbox]λ = λg2
sCA

∫
k

gαβ
k2(k + q)4

iΓcα(r1,r2)iΓ
cβ
(p1,p2) , (B.42)

[iAbox]λ2 = −λ2g2
s

CA

2

∫
k

kαkβ
k4(k + q)4

iΓcα(r1,r2)iΓ
cβ
(p1,p2) . (B.43)

With these results at hand, the full box contributions from Eq. (B.35) can be cast into a
convenient form:

iAbox = [iAbox]ξ=1 + λg2
sCA

∫
k

gαβ
k2(k + q)4

iΓcα(r1,r2)iΓ
cβ
(p1,p2)

− λ2g2
s

CA

2

∫
k

kαkβ
k4(k + q)4

iΓcα(r1,r2)iΓ
cβ
(p1,p2)

= [iAbox]ξ=1

+ iΓcα(r1,r2)

−i
q2
g2

s q
2

[
λ2q2CA

2

∫
k

kαkβ
k4(k + q)4

− λq2CA

∫
k

gαβ
k2(k + q)4

] −i
q2
iΓcβ(p1,p2)

≡ [iAbox]ξ=1 + iΓcα(r1,r2)

−igαµ
q2

iΣµν
box(q2)

−igβν
q2

iΓcβ(p1,p2) .

(B.44)

The gauge-dependence is completely shifted into the factor

iΣµν
box(q2) = g2

s q
2

[
λ2q2CA

2

∫
k

kµkν

k4(k + q)4
− λq2CA

∫
k

gµν

k2(k + q)4

]
, (B.45)

which has the structure of a self-energy, i.e. the factor depends only on q =
√
t, but not on any

other Mandelstam variables nor on any external masses m. This is exactly the achievement
of the pinch technique. We started with gauge-dependent contributions originating from box
diagrams, but as it turns out, these gauge-dependent contributions have the structure of
self-energies.
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iAtri1 =

iAtri1,1

r2

p2

r1

p1

q

k

p2 + k p1 + k

iAtri1,2

+

r2

p2

r1

p1

Figure B.4.: First part of one-loop triangle contributions. The first part of the one-
loop triangle contributions consisting of two triangle diagrams. Since both diagrams yield
equal pinch contributions, we calculate only the first diagram iAtri1,1 explicitly.

B.3.4. Pinch Contributions from the Triangle Diagrams

The next pinch contributions originate from the triangle diagrams depicted in Figs. B.4 and
B.5. We start with the calculation of the former two diagrams. The full amplitude of these
triangle contributions is given by

iAtri1 := iAtri1,1 + iAtri1,2 , (B.46)

where the amplitudes corresponding to the two diagrams, iAtri1,1 and iAtri1,2, are defined in
Fig. B.4. The first of the two explicitly reads

iAtri1,1 =

∫
k
ū(r1)g4

s γ
αtau(r2)∆αβ(q)∆ρσ(k)ū(p1)γρtbS(p1 + k)γβtaS(p2 + k)γσtbu(p2)

=
−i
q2
iΓaα(r1,r2) g

3
s

∫
k
gαβ

1

k2

(
gρσ − λ

kρkσ
k2

)
ū(p1)γρtbS(p1 + k)γβtaS(p2 + k)γσtbu(p2)

≡ [iAtri1,1]ξ=1 + [iAtri1,1]λ , (B.47)

where we have split up the amplitude by defining

[iAtri1,1]ξ=1 :=
−i
q2
iΓaα(r1,r2) g

3
s

∫
k

gαβgρσ
k2

ū(p1)γρtbS(p1 + k)γβtaS(p2 + k)γσtbu(p2) , (B.48)

[iAtri1,1]λ := λ
i

q2
iΓaα(r1,r2) g

3
s

∫
k

gαβkρkσ
k4

ū(p1)γρtbS(p1 + k)γβtaS(p2 + k)γσtbu(p2). (B.49)

The calculation of the gauge-dependent part [iAtri1,1]λ is analogous to the calculations of the
box diagrams:

[iAtri1,1]λ = λ
i

q2
iΓaα(r1,r2) g

3
s

∫
k

gαβ
k4

ū(p1)/ktbS(p1 + k)γβtaS(p2 + k)/ktbu(p2)

(B.17)
= λ

i

q2
iΓaα(r1,r2) g

3
s

∫
k

gαβ
k4

ū(p1)
(
S−1(p1 + k)− S−1(p1)

)
tbS(p1 + k)

· γβtaS(p2 + k)
(
S−1(p2 + k)− S−1(p2)

)
tbu(p2)

(B.18)
= λ

i

q2
iΓaα(r1,r2) g

3
s

∫
k

gαβ
k4

ū(p1)γβtbtatbu(p2)

(B.22)
= iΓaα(r1,r2)λ

1

q2
g2

s

(
Cf −

CA

2

)∫
k

gαβ
k4

iΓaβ(p1,p2) .

(B.50)

If we repeat this procedure for the second diagram in Fig. B.4 by splitting the amplitude into
two parts,

iAtri1,2 ≡ [iAtri1,2]ξ=1 + [iAtri1,2]λ , (B.51)
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iAtri2 =

iAtri2,1

r2

p2

r1

p1

q

p2 − k

k k + q

iAtri2,2

+

r2

p2

r1

p1

Figure B.5.: Second part of one-loop triangle contributions. The second part of the
one-loop triangle contributions consists of two diagrams. Since these diagrams contain the
three-gluon vertex, they yield pinch contributions not only through internal gluons in the
loop, but additionally, through the three-gluon vertex itself.

we realize after a short calculation that the gauge-dependent part equals the one from the
first diagram:

[iAtri1,2]λ = [iAtri1,1]λ = (B.50) . (B.52)

With these results at hand, the full contribution of the first two triangle diagrams in Fig. B.4
is given by

iAtri1 = [iAtri1,1]ξ=1 + [iAtri1,1]λ + [iAtri1,2]ξ=1 + [iAtri1,2]λ
(B.52)

= [iAtri1]ξ=1 + 2 · [iAtri1,1]λ

(B.50)
= [iAtri1]ξ=1 + iΓaα(r1,r2)

−i
q2
g2

s q
2

[
λ (CA − 2 Cf)

∫
k

gαβ
k4

] −i
q2
iΓaβ(p1,p2)

≡ [iAtri1]ξ=1 + iΓaα(r1,r2)

−igαµ
q2

iΣµν
tri1(q2)

−igβν
q2

iΓaβ(p1,p2) .

(B.53)

We have shifted the full gauge-dependence into the factor

iΣµν
tri1(q2) = g2

s q
2

[
λ (CA − 2 Cf)

∫
k

gµν

k4

]
, (B.54)

which again has the structure of a self-energy, even though the gauge-dependent parts origi-
nated from triangle diagrams.

We turn to the second class of triangle diagrams shown in Fig. B.5. We calculate both
diagrams separately again by splitting up the amplitude according to

iAtri2 := iAtri2,1 + iAtri2,2 , (B.55)

and begin by calculating the former:

iAtri2,1 = −ig4
s f

amn

∫
k
ū(r1)γαtau(r2)ū(p1)γνtnS(p2 − k)γµtmu(p2)∆αβ(q)∆µµ′(k)

·∆νν′(−q − k)
[
gβµ

′
(q − k)ν

′
+ gµ

′ν′(2k + q)β − gν′β(2q + k)µ
′
]

(B.34)
= ig4

s

1

q2
famn

∫
k

1

k2(k + q)2
ū(r1)γαtau(r2)ū(p1)γνtnS(p2 − k)γµtmu(p2)gαβ

·
[
gµµ′gνν′ − λ

(
kµkµ′

k2
gνν′ +

(k + q)ν(k + q)ν′

(k + q)2
gµµ′

)
+ λ2kµkµ′(k + q)ν(k + q)ν′

k2(k + q)2

]
·
[
gβµ

′
(q − k)ν

′
+ gµ

′ν′(2k + q)β − gν′β(2q + k)µ
′
]

≡ [iAtri2,1]ξ=1 + [iAtri2,1]λ + [iAtri2,1]λ2 .

(B.56)
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In the last step, we split the amplitude into three different parts:

[iAtri2,1]ξ=1 := ig4
s

1

q2
famn

∫
k

1

k2(k + q)2
ū(r1)γαtau(r2)ū(p1)γνtnS(p2 − k)γµtmu(p2)

· gαβgµµ′gνν′
[
gβµ

′
(q − k)ν

′
+ gµ

′ν′(2k + q)β − gν′β(2q + k)µ
′
]
, (B.57)

[iAtri2,1]λ := −λig4
s

1

q2
famn

∫
k

1

k2(k + q)2
ū(r1)γαtau(r2)ū(p1)γνtnS(p2 − k)γµtmu(p2)

·
[
gβµ

′
(q − k)ν

′
+ gµ

′ν′(2k + q)β − gν′β(2q + k)µ
′
]

(B.58)

· gαβ
(
kµkµ′

k2
gνν′ +

(k + q)ν(k + q)ν′

(k + q)2
gµµ′

)
,

[iAtri2,1]λ2 := λ2ig4
s

1

q2
famn

∫
k

1

k2(k + q)2
ū(r1)γαtau(r2)ū(p1)γνtnS(p2 − k)γµtmu(p2)

·
[
gβµ

′
(q − k)ν

′
+ gµ

′ν′(2k + q)β − gν′β(2q + k)µ
′
]

(B.59)

· gαβ
kµkµ′(k + q)ν(k + q)ν′

k2(k + q)2
.

With regard to the pinch technique, this triangle diagram provides a special case which we
did not encounter so far, since it contains a three-gluon vertex. We observe that it is not
only the parts proportional to λ or λ2 that contain pinch parts through the application of
the Ward identity in Eq. (B.17). The term in Eq. (B.57) which is proportional to λ0, i.e. the
term which remains in the amplitude if the calculation is performed in the Feynman-’t Hooft
gauge, contains loop momenta originating from the three-gluon vertex. Contracting these
loop momenta with the Dirac matrices in Eq. (B.57) yields additional pinch contributions by
applying Eq. (B.17). For the moment, we will neglect these contributions, since we focus on
the gauge-dependent parts only. In App. B.3.8, we consider these contributions in detail and
present arguments for the inclusion of these additional gauge-independent terms in order to
make the pinch technique consistent.

The calculation of the parts proportional to λ and λ2 in Eqs. (B.58) and (B.59) is completely
analogous to all calculations performed before. Therefore, we will directly state the results:

[iAtri2,1]λ = iΓaα(r1,r2)λg
2
s

−1

q2
CA

∫
k

(
kαkβ

k4(k + q)2
+ q2 gαβ

k2(k + q)4
− gαβ

k4

)
iΓaβ(p1,p2) , (B.60)

[iAtri2,1]λ2 = iΓaα(r1,r2)

λ2

2
g2

sCA

∫
k

kαkβ
k4(k + q)4

iΓbβ(p1,p2) . (B.61)

In order to get the full result, we need to calculate the second diagram of Fig. B.5 as well.
The pinch contributions given by this diagram are exactly the same as the ones we calculated
before, so the full gauge-dependent part is easily obtained:

iAtri2 = [iAtri2]ξ=1 + iΓaα(r1,r2)

−igαµ
q2

iΣµν
(tri2)(q

2)
−igβν
q2

iΓaβ(p1,p2) , (B.62)

where we defined

iΣµν
tri2(q2) = g2

s q
2

[
λ

(
2q2CA

∫
k

gµν

k2(k + q)4
+ 2CA

∫
k

kµkν

k4(k + q)2
− 2CA

∫
k

gµν

k4

)
−λ2q2CA

∫
k

kµkν

k4(k + q)4

]
,

(B.63)

which again has the structure of a self-energy.
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iAself,q,1 =

r2

p2

p2 + k

p2

r1

p1

q

k

Figure B.6.: One-loop correction to the quark self-energies. For a consistent calcula-
tion of the one-loop scattering amplitude, the one-loop corrections of the external quark legs
have to be considered as well. The pinch contributions are the same for all four external leg
corrections, therefore, we depict only the correction to one external leg.

B.3.5. Pinch Contributions from the Quark Self-Energy Diagrams

So far, we calculated all NLO box and triangle contributions to the quark-quark-scattering.
Next, we focus on self-energy contributions. In order to consistently apply the pinch tech-
nique, we need to include one-loop corrections to the external quark legs as depicted in
Fig. B.6. Note that all four diagrams carry a factor of 1/2 which originates from the correct
application of the LSZ reduction formula for the external leg corrections. The correction to
one external quark in Fig. B.6 is given by

iAself,q,1 =
1

2
g4

s

∫
k
ū(r1)γαtau(r2)ū(p1)γβtaS(p2)γρtbS(p2 + k)γσtbu(p2)∆αβ(q)∆ρσ

(B.24)
= [iAself,q,1]ξ=1 + iλ

g3
s

2
Cf gαβ

1

q2
iΓaα(r1,r2)

∫
k

1

k4
ū(p1)γβtaS(p2)/kS(p2 + k)/ku(p2)

(B.17)
= [iAself,q,1]ξ=1 + iλ

g3
s

2
Cf gαβ

1

q2
iΓaα(r1,r2)

∫
k

1

k4
ū(p1)γβtaS(p2)u(p2)

·
[
S−1(p2 + k)− 2S−1(p2) + S−1(p2)S(p2 + k)S−1(p2)

]
(B.26)

= [iAself,q,1]ξ=1 − iλ
g3

s

2
Cf gαβ

1

q2
iΓaα(r1,r2)

∫
k
ū(p1)γβtaS(p2)S−1(p2)

·
(

1

k4
− S (p2 + k)S−1 (p2)

)
u (p2)

= [iAself,q,1]ξ=1 + iΓaα(r1,r2)

−igαµ
q2

[
λ

2
g2

sCf q
2

∫
k

gµν

k4

] −igβν
q2

iΓaβ(p1,p2) .

(B.64)

Repeating the calculation for the other three external quark legs reveals that they all give the
same result with respect to the pinch technique. In total, the full one-loop quark self-energy
contributions, given as the sum of the four external leg corrections, reads

iAself,q = [iAself,q]ξ=1 + iΓaα(r1,r2)

−igαµ
q2

iΣµν
(self,q)(q

2)
−igβν
q2

iΓaβ(p1,p2) , (B.65)

where we defined

iΣµν
self,q(q2) = g2

s q
2

[
2λCf

∫
k

gµν

k4

]
. (B.66)

B.3.6. Pinch Contributions from the Gluon Self-Energy Diagrams

The only missing ingredients to the full one-loop amplitude of the quark-quark scattering are
the Feynman diagrams containing the gluon self-energy corrections, depicted in Fig. B.7. The
fermion loops do not introduce gauge-dependences and since gluons are massless particles,
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iAself,g =

r2

p2

r1

p1

q

q

k k + q + +

Figure B.7.: One-loop corrections to the gluon self-energy. The quark-quark scat-
tering amplitude contains contributions consisting of one-loop corrections to the gluon self-
energy. The corrections include loops with gluons, fermions and ghosts. Neither the fermion
nor the ghost loops introduce pinching parts.

the ghost loops introduce no gauge-dependent parts either. Thus, the only diagram we need
to pinch is the one with the gluon loop. The calculation is exactly analogous as the previous
calculations, thus, we shorten the presentation of the calculation and directly state the result.
Taking into account the symmetry factor of 1/2 for the gluon loop, the sum of all contributions
from Fig. B.7 reads

iAself,g = −1

2
g4

s

∫
k
ū(r1)γαtau(r2)ū(p1)γβtbu(p2)∆αα′(q)∆ββ′(q)∆µµ′(k)∆νν′(k + q)

· fmbnfman
[
gµβ

′
(k − q)ν + gβ

′ν(2q + k)µ + gνµ(−2k − q)β′
]

·
[
gµ
′α′(q − k)ν

′
+ gα

′ν′(−2q − k)µ
′
+ gν

′µ′(2k + q)α
′
]

+ [iAself,g]fermion + [iAself,g]ghost

(B.23)
= g2

s

1

q4

CA

2
iΓaα(r1,r2)iΓ

aβ
(p1,p2)

∫
k

gαα′gββ′

k2(k + q)2

[
gµµ′gνν′ + λ2kµkµ′(k + q)ν(k + q)ν′

k2(k + q)2

−λ
(
kµkµ′gνν′

k2
+

(k + q)ν(k + q)ν′gµµ′

(k + q)2

)]
·
[
gµβ

′
(k − q)ν + gβ

′ν(2q + k)µ + gνµ(−2k − q)β′
]

·
[
gµ
′α′(q − k)ν

′
+ gα

′ν′(−2q − k)µ
′
+ gν

′µ′(2k + q)α
′
]

+ [iAself,g]fermion + [iAself,g]ghost

≡ [iAself,g]ξ=1 + iΓaα(r1,r2)

−igαµ
q2

iΣµν
self,g(q2)

−igβν
q2

iΓaβ(p1,p2) ,

(B.67)

where we defined

iΣµν
self,g(q2) = g2

s q
2

[
λ2CA

2
q2

∫
k

kµkν

k4(k + q)4
− λCA

∫
k

(
q2 gµν

k2(k + q)4
+ 2

kµkν

k4(k + q)2
− gµν

k4

)]
(B.68)

which has the structure of a self-energy, as well. Analogous to the second class of triangle
diagrams, cf. Fig. B.5, the presence of the three-gluon vertex introduces pinching which does
not remove an internal fermion line but one or two internal gluon propagators, depending
if the separate terms in the pinch contribution in Eq. (B.68) are proportional to q2 or q4,
respectively.

B.3.7. The Full One-Loop Scattering Amplitude

With every gauge-dependent one-loop contribution to the quark-quark scattering being calcu-
lated, we are now ready to calculate the full one-loop contribution to the scattering process.
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r2

p2

r1
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−igαµ

q2

−igβν

q2

iΣµν
i

iΓaα
(r1,r2)

iΓaβ
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Figure B.8.: Generic result of the pinch technique. The application of the pinch tech-
nique allows for the extraction of all gauge-dependent parts originating from boxes, triangles
and self-energies. The extracted pinched parts always have the structure of self-energies iΣµν

i

embedded into a generic tensor structure which consists of two gluon propagators and two
quark-quark-gluon vertices.

First, we observe that the application of the pinch technique to all box, triangle and self-
energy diagrams allowed us to split every amplitude into two parts,

iAi = [iAi]ξ=1 + iΓaα(r1,r2)

−igαµ
q2

iΣµν
i (q2)

−igβν
q2

iΓaβ(p1,p2) , (B.69)

where the subscript “i” is a generic notation for all the amplitudes that we calculated in the
previous subsections. The terms containing the gauge-dependent parts, iΣµν

i (q2), are purely
self-energy-like, i.e. they depend only on the momentum transfer q, but not on any additional
momenta or external masses m. This result is depicted diagrammatically in Fig. B.8.

For the calculation of the full one-loop amplitude of the quark-quark scattering process, we
add up all diagrammatic contributions:

iANLO := iAbox + iAtri1 + iAtri2 + iAself,q + iAself,g . (B.70)

Since we calculated all parts of the one-loop amplitude explicitly in the previous subsections,
we insert our results from Eqs. (B.44), (B.53), (B.62), (B.65) and (B.67), which yields

iANLO = [iAbox]ξ=1 + [iAtri1]ξ=1 + [iAtri2]ξ=1 + [iAself,q]ξ=1 + [iAself,g]ξ=1

+ iΓaα(r1,r2)

−igαµ
q2

[
iΣµν

box(q2) + iΣµν
tri1(q2) + iΣµν

tri2(q2) + iΣµν
self,g(q2) + iΣµν

self,q(q2)
]

· −igβν
q2

iΓaβ(p1,p2)

≡ [iANLO]ξ=1 + iΓaα(r1,r2)

−igαµ
q2

iΣµν
g.d.(q

2)
−igβν
q2

iΓaβ(p1,p2) .

(B.71)

In the last line, we combined all gauge-dependent parts into a single term

iΣµν
g.d.(q

2) := iΣµν
box(q2) + iΣµν

tri1(q2) + iΣµν
tri2(q2) + iΣµν

qself(q
2) + iΣµν

gself(q
2) , (B.72)

which, when inserting the expressions for the gauge-dependent parts, namely Eqs. (B.45),
(B.54), (B.63), (B.66) and (B.68), vanishes:

iΣµν
g.d.(q

2) = 0 . (B.73)

In order to illustrate the intricate cancellations of the gauge-dependent parts originating from
the boxes, triangles and self-energies more clearly, we list in Table B.1 all gauge-dependent
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g2
s q

2λ2

∫
k

kµkν

k4(k + q)4
g2

s q
2λ

∫
k

kµkν

k4(k + q)2
g2

s q
2λ

∫
k

gµν

k2(k + q)4
g2

s q
2λ

∫
k

gµν

k4

iΣµν
box q2CA

2
0 −q2CA 0

iΣµν
tri1 0 0 0 CA − 2Cf

iΣµν
tri2 −q2CA 2CA 2q2CA −2CA

iΣµν
self,q 0 0 0 2Cf

iΣµν
self,g q2CA

2
−2CA −q2CA CA

Sum 0 0 0 0

Table B.1.: Cancellation of all gauge-dependent parts (adopted from [93]). The
gauge-dependent parts originating from different topologies, i.e. boxes, triangles and self-
energies, cancel against each other in order to yield a manifestly gauge-independent one-loop
scattering amplitude.

parts and their cancellations against each other. With that result at hand, the full one-loop
amplitude reduces to

iANLO = [iANLO]ξ=1 . (B.74)

We want to emphasize that – while this result creates the impression that we have chosen
a specific gauge, namely the Feyman-’t Hooft gauge – Eq. (B.74) is valid for any arbitrary
value of the gauge-fixing parameter ξ. If we would have chosen e.g. Landau gauge with ξ = 0
and calculated all box, triangle and self-energy diagrams, then the full one-loop result would
nevertheless have been equivalent to Eq. (B.74). The one-loop scattering amplitude coincides
with the amplitude being calculated in Feyman-’t Hooft gauge after all gauge-dependent parts
cancelled against each other. This makes the gauge-independence of the amplitude manifest.

Through the application of the pinch technique, we were able to extract all gauge-dependent
parts originating from box, triangle and self-energy diagrams, all of which have the kinematic
structure of self-energies. We have shown that all gauge-dependent parts precisely cancel
against each other, yielding a manifestly gauge-independent one-loop amplitude.

B.3.8. Additional Pinch Contributions from the Three-Gluon Vertex

With the cancellation of all gauge-dependent parts within our one-loop scattering amplitude
having taken place, we might consider our investigation of the pinch technique to be complete.
However, in App. B.3.4 we already mentioned that there is another source of pinch contribu-
tions originating from the three-gluon vertex. In Eq. (B.57), the momenta of the three-gluon
vertex can be contracted with Dirac matrices appearing next to internal fermion propagators,
which creates additional sources of pinch contributions. In the following, we want to investi-
gate these additional pinch contributions. Note that since the gauge-dependent parts already
cancelled against each other completely, we expect these additional pinch contributions to be
manifestly gauge-independent by themselves.
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a, α

q

n, ν

k2

m,µ

k1

Figure B.9.: Three-gluon vertex. Depiction of a generic three-gluon vertex with external
color indices a, m and n and Lorentz indices α, µ and ν. All momenta are defined to point
into the vertex, so that q + k1 + k2 = 0 holds.

In order to generalize the procedure of the additional pinching, we consider a general three-
gluon vertex as depicted in Fig. B.9. They Feynman rule of the three-gluon vertex reads

Γamnαµν (q, k1, k2) = gsf
amnΓαµν(q, k1, k2) , (B.75)

where we defined the short-hand notation

Γαµν(q, k1, k2) := gµν (k1 − k2)α + gαν (k2 − q)µ + gαµ (q − k1)ν . (B.76)

Note that we define all momenta to point into the vertex so that

q + k1 + k2 = 0 (B.77)

holds. If the three-gluon vertex appears inside a one-loop amplitude as e.g. in Fig. B.10,
then two of the gluons are connected via quark-quark-gluon vertices with a quark propagator
inside the loop. Exactly this quark propagator can be pinched out with the loop momenta
appearing in Eq. (B.76) by applying the Ward identity from Eq. (B.17). If we let the two
gluons with momenta k1 and k2 be connected with a quark propagator, then we can split the
three-gluon vertex into two parts,

Γαµν(q, k1, k2) = Γnp
αµν(q, k1, k2) + Γp

αµν(q, k1, k2) , (B.78)

where we defined

Γnp
αµν(q, k1, k2) = (k1 − k2)α gµν + 2qνgαµ − 2qµgαν , (B.79)

Γp
αµν(q, k1, k2) = k2,νgαµ − k1,µgαν . (B.80)

The superscripts “np” and “p” indicate the non-pinching and pinching parts, respectively.
Only Γp

αµν will pinch, since only this term contains the two momenta k1 and k2 with Lorentz
indices µ and ν. Exactly these two loop momenta k1,µ and k2,ν are contracted with Dirac
matrices from the quark-quark-gluon vertices inside the spinor chain which also contains the
to-be pinched internal fermion inside the loop, cf. Fig. B.10. On the other hand, the term Γnp

αµν

contains the loop momenta (k1 − k2)α which are contracted with a Dirac matrix inside the
upper quark-quark-gluon propagator in Fig. B.10. Since the spinor chain which contains this
vertex does not contain any additional internal fermion propagators, there are no additional
pinch terms induced by Γnp

αµν .
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q

k1 k2

α

µ ν

Figure B.10.: Three-gluon vertex inside a triangle diagram. The loop momenta k1,µ

and k2,ν appearing in Γp
αµν are contracted with Dirac matrices from the quark-quark-gluon

vertex which appear next to the internal fermion propagator, thus yielding pinch contribu-
tions. The loop momenta (k1 − k2)α contained in Γnp

αµν are contracted with the quark-quark-
gluon vertex which contains no additional internal fermions in a loop, thus, they yield no
pinch contributions.

With this general result at hand, we consider again the first of the two Feynman diagrams
shown in Fig. B.5. We rewrite the so-far unpinched amplitude given Eq. (B.57) in such a
form that it contains the general form of the three-gluon vertex in Eq. (B.76),

[iAtri2,1]ξ=1 = ig4
s

1

q2
famn

∫
k

1

k2(k + q)2
ū(r1)γαtau(r2)ū(p1)γνtnS(p2 − k)γµtmu(p2)

· gαβgµµ′gνν′Γβµ
′ν′(q, k,−k − q)

(B.78)
= ig4

s

1

q2
famn

∫
k

1

k2(k + q)2
ū(r1)γαtau(r2)ū(p1)γνtnS(p2 − k)γµtmu(p2)

· gαβgµµ′gνν′
[
Γβµ

′ν′
np (q, k,−k − q) + Γβµ

′ν′
p (q, k,−k − q)

]
≡
[
iAnp

tri2,1

]
ξ=1

+
[
iAp

tri2,1

]
ξ=1

, (B.81)

where in the last line, we defined[
iAnp

tri2,1

]
ξ=1

:= ig4
s

1

q2
famn

∫
k

1

k2(k + q)2
ū(r1)γαtau(r2)ū(p1)γνtnS(p2 − k)γµtmu(p2)

· gαβgµµ′gνν′Γβµ
′ν′

np (q, k,−k − q) , (B.82)[
iAp

tri2,1

]
ξ=1

:= ig4
s

1

q2
famn

∫
k

1

k2(k + q)2
ū(r1)γαtau(r2)ū(p1)γνtnS(p2 − k)γµtmu(p2)

· gαβgµµ′gνν′Γβµ
′ν′

p (q, k,−k − q) . (B.83)

It is only Eq. (B.83) that contains additional pinch contributions. The rest of the calculation
is analogous to the previous subsections. We insert the definition of the three-gluon vertex,
Eq. (B.80), into Eq. (B.83) and make use of the Ward identity in Eq. (B.17) in order to pinch
out the internal fermion propagator. In the end, this yields[

iAp
tri2,1

]
ξ=1

= −iΓaα(r1,r2)g
2
s

1

q2
CA

∫
k

gαβ
k2(k + q)2

iΓaβ(p1,p2) . (B.84)

The second Feynman diagram in Fig. B.5 gives exactly the same pinch contribution. There-
fore, the complete additional contributions from the triangle diagrams containing the three-
gluon vertex read

[iAtri2]ξ=1 =
[
iAnp

tri2

]
ξ=1

+ iΓaα(r1,r2)

−igαµ
q2

iΣµν
add(q2)

−igβν
q2

iΣaβ
(p1,p2) , (B.85)
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where we defined

iΣµν
add(q2) = g2

s q
2

[
2CA

∫
k

gµν

k2(k + q)2

]
. (B.86)

The remaining unpinched part of the amplitude,
[
iAnp

tri2

]
ξ=1

, is the sum of the unpinched part

of the first Feynman diagram in Eq. (B.82) and the contribution from the second diagram,
which we did not write down explicitly. As it was the case in the previous subsections, the
additional pinch contribution originating from the three-gluon vertex in Eq. (B.86) has the
structure of a self-energy. In contrast to the other terms however, this additional term is
manifestly gauge-independent by itself, as we expected it.

The question remains why we should make the effort to investigate the effects of this addi-
tional pinching of the three-gluon vertex in the first place, since we already demonstrated
the gauge-independence of the one-loop scattering amplitude in Sec. B.3.7. However, the
demonstration of the cancellation of these gauge-dependences is not the only application of
the pinch technique. Furthermore, the technique can be used to create pinched vertices and
self-energies which satisfy additional useful relations, e.g. tree-level Ward identities.

We have seen in Eq. (B.86) that the pinch term originating from
[
iAp

tri2

]
ξ=1

has the structure
of a self-energy. In order to construct a pinched vertex, this self-energy-like term has to be
excluded, since the proper pinched vertex should contain vertex-like parts, only. We consider
the term

[
iAp

tri2

]
ξ=1

again in App. B.3.9 as soon as we create a pinched self-energy.

For the creation of the pinched quark-quark-gluon vertex, we combine the terms
[
iAnp

tri2

]
ξ=1

as well as the complete triangle contributions [iAtri1]ξ=1, since the latter contain no self-
energy-like parts either. The pinched vertex itself can be extracted from the sum of these
terms by truncating the diagram, i.e. by removing the internal gluon propagator and the
quark-quark-gluon vertex which is not connected to the loop, cf. Fig. B.10. In contrast to
the ordinary quark-quark-gluon vertex, the hereby created pinched quark-quark-gluon vertex
has a remarkable property. If we denote with Z1 and Z2 the renormalization constants of the
pinched quark-quark-gluon vertex and the quark self-energy following from the external leg
corrections, respectively, then it can be shown [93] that

Z1 = Z2 (B.87)

holds at the one-loop level. Of course, Eq. (B.87) has exactly the same form as the famous
identity between the renormalization constants of the electron-electron-photon vertex and
the electron self-energy which can be derived in the framework of QED [5], which is an
abelian gauge theory. If we would have chosen to use the ordinary quark-quark-gluon vertex,
Eq. (B.87) would not hold, but instead, the vertex and the quark self-energies would be
connected by a more intricate Slavnov-Taylor identity [93]. However, by using the pinched
quark-quark-gluon vertex, we find with Eq. (B.87) an identity for QCD, which is a non-abelian
gauge theory, that is completely analogous to QED, i.e. the pinched quark-quark-gluon vertex
satisfies a tree-level-like Ward identity.

B.3.9. Creation of a Pinched Gluon Self-Energy

In the last subsection of this introduction, we want to present another major achievement of
the pinch technique, namely the creation of a manifestly gauge-independent pinched gluon
self-energy. In the previous subsection, we have shown that the three-gluon vertex gets
modified when using this pinch technique and the pinched three-gluon vertex does not contain
the term

[
iAp

tri2

]
ξ=1

any more. For the pinch technique to be consistent, these terms have to
be absorbed somewhere else in the one-loop amplitude. As we will see in the following, this
is achieved by the creation of the pinched self-energy.



B.3. Gauge-Independent Quark-Quark Scattering Amplitude 127

iΣµν
gg (q2) =

µ ν
+

µ ν
+

µ ν

Figure B.11.: Truncated gluon self-energy. One-loop contributions to the gluon self-
energy. The corrections include loops with gluons, fermions and ghosts. The fermion and
ghost loops are gauge-independent, while the gluon loop introduces a gauge-dependence to
the self-energy. Note that all diagrams are truncated, i.e. the polarization vectors of the
external gluons are omitted.

The ordinary gluon self-energy iΣµν
gg (q2) is given as the sum of the three contributions depicted

in Fig. B.11. Since we already considered the gluon self-energy diagrams contributing to
the quark-quark scattering in App. B.3.6, we can directly present the gauge-dependence of
the ordinary gluon self-energy. By truncating the diagrams in Fig. B.7, i.e. by removing the
external fermions, the quark-quark-gluon vertices and the internal gluon propagators carrying
the momentum transfer q, we end up with the truncated gluon self-energy shown in Fig. B.11.
This allows us to identify the gauge-dependence of the self-energy with the already calculated
term in Eq. (B.68). Thus, the gluon self-energy takes the form

iΣµν
gg (q2) =

[
iΣµν

gg (q2)
]
ξ=1

+ iΣµν
self,g(q2) . (B.88)

In the previous subsections, we observed that all pinch contributions are self-energy-like. Con-
sequently, we create the pinched self-energy by adding to Eq. (B.88) all pinch contributions3.
Hence, the pinched gluon self-energy is given by

iΣpinched,µν
gg (q2) := iΣµν

gg (q2) + iΣµν
box(q2) + iΣµν

tri1(q2) + iΣµν
tri2(q2) + iΣµν

self,q(q2) + iΣµν
add(q2)

(B.88)
=

[
iΣµν

gg (q2)
]
ξ=1

+ iΣµν
box(q2) + iΣµν

tri1(q2) + iΣµν
tri2(q2) + iΣµν

self,q

+ iΣµν
self,g(q2) + iΣµν

add(q2)

(B.72)
=

[
iΣµν

gg (q2)
]
ξ=1

+ iΣµν
g.d.(q

2) + iΣµν
add(q2)

(B.73)
=

[
iΣµν

gg (q2)
]
ξ=1

+ iΣµν
add(q2) .

(B.89)

Analogous to our discussion after the cancellation of all gauge-dependent parts within the one-
loop amplitude, cf. Sec. B.3.7, we want to emphasize that the form of the pinched self-energy
is valid for all gauge-fixing parameters ξ, despite Eq. (B.89) has a form that might suggest
that a specific gauge was chosen. Consequently, this pinched gluon self-energy is manifestly
gauge-independent and equivalent with the sum of the ordinary self-energy calculated in
Feynman-’t Hooft gauge and the additional terms originating from the three-gluon vertex
derived in Sec. B.3.8.

As it was the case for the pinched three-gluon vertex, the pinched gluon self-energy yields an
analogy to QED. If we denote with Zgs the renormalization constant of the strong coupling
constant and with Zgg the wave function renormalization constant of the gluon field as defined
over the pinched self-energy, then it can be shown [93] that

Zgs = Z−1/2
gg (B.90)

holds at the one-loop level. This is nothing else than the QCD-analogue to the QED relation
between the renormalization constant of the elementary charge e and the wave function
renormalization constant of the photon [5].

3Apart from the pinch contributions originating from the self-energy diagram in Fig. B.7 to avoid double-
counting.
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As a final remark, we want to point out that the pinched self-energy in Eq. (B.89) can be
derived not only by use of the pinch technique. As an alternative, we could have chosen
to formulate QCD in the framework of the background field method [101–104]. The Green’s
functions derived within this framework have numerous desirable properties, e.g. they fulfill
tree-level-like Ward identities to all orders of perturbation theory and for every background-
gauge-fixing-parameter. By calculating the gluon self-energy within the background field
method, it can be shown [93] that the self-energy coincides with Eq. (B.89) if the Feynman-’t
Hooft gauge for the background-gauge-fixing-parameter is chosen. Consequently, the Green’s
function derived by means of the pinch technique adopts all desirable properties from the one
derived with the background field method.



APPENDIX C

The Pinch Technique in the 2HDM

In this thesis, we used the pinched self-energies of the scalar sector of the 2HDM in order
to define manifestly gauge-independent scalar mixing angle counterterms δα and δβ. In the
following, we want to give a brief presentation of the derivation of these pinched scalar self-
energies. For the CP-even Higgs self-energies, the application of the pinch technique within
the MSSM was discussed in [100]. We want to present the analogous calculation within the
2HDM and compare it with the results for the MSSM. Additionally, we apply the pinch
technique to the CP-odd and charged Higgs sector.

C.1. The Pinch Technique in the 2HDM in Practice

In App. B, we presented the application of the pinch technique in QCD. For the calculation
of the pinched self-energies, we will apply the pinch technique to the electroweak sector of the
2HDM, since all pinch contributions for the scalar self-energies stem from electroweak one-
loop corrections. In order to apply the pinch technique, we have to choose a toy scattering
process which contains the to-be pinched self-energies in the form of tree-level propagators.

The toy processes that we consider for the derivation of the pinched self-energies in the 2HDM
are processes with non-conserved fermion currents. The application of the pinch technique
within such a theory is significantly more involved than within QCD. If we wish to create the
pinched self-energy of e.g. the charged Higgs, we observe that the particle couples to external
fermions with different masses m1 and m2. In practice, this means that the fundamental
Ward identity from Eq. (B.17), which is applied every time we want to pinch out an external
fermion, has to be modified to [93,96]

/k ω∓ = S−1
1 (p+ k)ω∓ − ω±S−1

2 (p) +m1ω∓ −m2ω± ,

ω∓ /k = ω∓S
−1
1 (p+ k)− S−1

2 (p)ω± +m1ω∓ −m2ω± ,
(C.1)

with iS1 and iS2 being the propagators of the fermions with masses m1 and m2, respectively,
and with the definition of the chiral projection operators given in Eq. (2.49). The additional
terms on the right-hand sides of Eq. (C.1) give rise to additional pinch contributions.

In contrast to QCD, where the gluon self-energy was the only available self-energy to be
pinched, the electroweak sector of the 2HDM offers a variety of self-energies that can be
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modified by use of the pinch technique. If we want to apply the pinch technique e.g. to the
charged sector for the derivation of a pinched self-energy of the charged Higgs H±, we have
to allot the pinching parts for the charged sector between the self-energies of the H±, G± and
W± bosons as well as between the mixing self-energies of these particles. In this chapter, we
present the application only to a small subset of all possible self-energies of the 2HDM. For
more details on the subtleties that arise when applying the pinch technique to a theory with
non-conserved fermion currents, we refer to [93,96].

In order to perform the calculations by hand, we introduce the propagator for a gauge boson
V ∈ {Z0,W±, γ} with momentum q in general Rξ gauge,

i∆µν(q) =
−i

q2 −m2
V

[
gµν − λV

qµqν
q2 − ξVm2

V

]
, (C.2)

where we defined the short-hand notation

λV := 1− ξV (C.3)

for the gauge-fixing parameter ξV of the gauge boson V . In the case of massive gauge bosons,
additional gauge-dependences are introduced to the one-loop amplitude through the ghost
and Goldstone propagators

i

q2 − ξVm2
V

. (C.4)

Additionally, we introduce the parameters

O(1)
hihj

=


s2
β−α , if hi = hj = H0

−sβ−αcβ−α , if hi 6= hj

c2
β−α , if hi = hj = h0

, O(2)
hihj

=


c2
β−α , if hi = hj = H0

sβ−αcβ−α , if hi 6= hj

s2
β−α , if hi = hj = h0

(C.5)
which account for the coupling structure of the Higgs particles within the 2HDM.

For a convenient presentation of the results of our calculations, we introduce the scalar inte-
grals defined by ’t Hooft and Veltman [119],

i

16π2
A0(m2) :=

∫
k

1

[k2 −m2]
, (C.6)

i

16π2
B0(p2;m2

1,m
2
2) :=

∫
k

1[
k2 −m2

1

] [
(k + p)2 −m2

2

] , (C.7)

where we used the definition of the integral operator presented in Eq. (B.25). Furthermore,
we introduce the two additional integrals [100]

i

16π2
αV :=

∫
k

1[
k2 −m2

V

] [
k2 − ξVm2

V

] , (C.8)

i

16π2
βV j(p

2) :=

∫
k

1[
k2 −m2

V

] [
k2 − ξVm2

V

] [
(k + p)2 −m2

j

] , (C.9)

where mj is the mass of an arbitrary particle. Note that these integrals are closely related to
the usual scalar integrals defined in Eqs. (C.6) and (C.7). If the A0 or B0 integrals contain
the gauge-fixing parameter ξV , they may be converted to the αV and βV j integrals according
to

A0(ξVm
2
V ) = A0(m2

V )− λVm2
V αV , (C.10)

B0(p2; ξVm
2
V ,m

2
j ) = B0(p2;m2

V ,m
2
j )− λVm2

V βV j(p
2) , (C.11)
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Figure C.1.: Gauge-dependent CP-even self-energy contributions. The figure shows
all CP-even self-energies for the Higgses hi, hj ∈

{
H0, h0

}
that introduce a gauge-dependence

in the CP-even sector. The tadpole diagrams are the sum over both Higgses hk ∈
{
H0, h0

}
and only have to be included if the alternative tadpole scheme is chosen. Note the absence
of diagrams for the gauge-fixing parameter λγ , since the CP-even Higgs bosons do not couple
to the massless photon.

C.2. The Pinch Technique in the CP-Even Sector

We start our analysis by pinching the self-energies of the scalar CP-even sector, i.e. the self-
energies iΣhihj for hi, hj ∈

{
H0, h0

}
. In [100], the pinched versions of these self-energies were

calculated within the MSSM. The goal of this section is to redo the calculation for the 2HDM
in order to compare our results with the ones derived in the MSSM1.

C.2.1. Gauge-Dependence of the CP-Even Self-Energies

Before extracting the pinch contributions of the CP-even sector, we work out the gauge-
dependence of the CP-even self-energies explicitly by calculating all diagrams in Fig. C.1
that introduce gauge-dependent terms to the self-energies. In order to extract the gauge-
dependences, we calculate each diagram in general Rξ gauge and extract from it the same
diagram calculated in Feynman-’t Hooft gauge, i.e. we calculate the quantity

[iA]g.d. := [iA]ξ − [iA]ξ=1 (C.12)

for each diagram and for each gauge-fixing parameter ξ ∈ {ξZ , ξW , ξγ}. It is precisely
Eq. (C.12) which we call the gauge-dependent part of the self-energy. Note that this def-
inition is a priori not clear. In Eq. (C.12), we emphasize the Feynman-t’Hooft gauge as an

1Since the MSSM and the 2HDM do not differ with respect to gauge-dependent contributions to one-loop
amplitudes, we expect to get the same result as in [100] from the start.
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hk

G0/G±

hk

uZ/uW±

hk

Z0/W±

Figure C.2.: Gauge-dependent contributions to the CP-even Higgs tadpoles. The
three diagrams are the only contributions to the CP-even tadpoles iThk with hk ∈

{
H0, h0

}
that introduce gauge-dependent terms. The gauge-dependences of the ghost loops precisely
cancel the ones originating from the gauge boson loops.

outstanding gauge amongst all possible Rξ gauges, since it is exactly this gauge with which
we define the gauge-dependent part. We might as well could have chosen to use the Landau
gauge with ξV = 0 or any other gauge to define the gauge-dependent parts. However, as we
already have seen in App. B and as we will see in App. C.2.2 again, it turns out that all
gauge-dependent pinch contributions are proportional to λV , which makes it clear that the
Feynman-’t Hooft gauge indeed takes a special role in defining the gauge-dependent parts.
A posteriori, the choice of Eq. (C.12) is justified and will lead to a structure of the CP-even
self-energies of the form

iΣhihj(q
2) =

[
iΣhihj(q

2)
]
ξ=1

+
[
iΣhihj(q

2)
]
g.d.

(C.13)

for the standard tadpole scheme and

iΣtad
hihj

(q2) =
[
iΣtad

hihj
(q2)

]
ξ=1

+
[
iΣtad

hihj
(q2)

]
g.d.

(C.14)

for the alternative tadpole scheme, with the last terms being the sums of all gauge-dependent
contributions determined by Eq. (C.12) and q being the momentum transfer of the self-energy.

We first consider all gauge-dependent contributions in Fig. C.1 which contain no tadpole
diagrams, since this is the usual form of the self-energy within the standard tadpole scheme
which is widely used in literature, cf. Sec. 4.4.1. The full gauge-dependence of the CP-even
self-energies reads2:

[
iΣhihj(q

2)
]
g.d.

= λZ
ig2

64π2c2
W

[
O(1)
hihj

(
q4 − 2q2m2

A0 +m2
A0

(
m2
hi

+m2
hj

)
−m2

hi
m2
hj

)
βZA0(q2)

−δhihj

(
q2 −

m2
hi

+m2
hj

2

)
αZ +O(2)

hihj

1

2

(
q4 −m2

hi
m2
hj

) (
βZZ(q2) + βZξZ(q2)

)]

+ λW
ig2

32π2

[
O(1)
hihj

(
q4 − 2q2m2

H± +m2
H±

(
m2
hi

+m2
hj

)
−m2

hi
m2
hj

)
βWH±(q2)

−δhihj

(
q2 −

m2
hi

+m2
hj

2

)
αW +O(2)

hihj

1

2

(
q4 −m2

hi
m2
hj

) (
βWW (q2) + βWξW (q2)

)]

+ λZ
ig2

128π2c2
W

[(
4m2

WΛ5

g2
− s2α

s2β

(
m2
H0 −m2

h0
))
O(1)
hihj
− 3

m2
hi

+m2
hj

2
δhihj

]
αZ

+ λW
ig2

64π2

[(
4m2

WΛ5

g2
− s2α

s2β

(
m2
H0 −m2

h0
))
O(1)
hihj
− 3

m2
hi

+m2
hj

2
δhihj

]
αW .

(C.15)

2Note that we denote with βZξZ a modification of our notation in Eq. (C.9), meaning that in this case, m2
V = m2

Z

and m2
j = ξZm

2
Z should be inserted. For βWξW , the modification of Eq. (C.9) is analogous.
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p1

p2

r1

r2
q =

√
s

µ+

µ−

b̄

b

Figure C.3.: Toy process for the CP-even sector. We use the process µ+µ− −→ b̄ b as
a toy process for the extraction of all pinch contributions to the CP-even Higgs self-energies.
The grey dot represents all electroweak one-loop corrections that introduce pinch terms. The
momentum transfer q is characterized by the Mandelstam variable s as the square of center-
of-mass energy.

All CP-even Higgs self-energies for any combination of Higgses hi, hj ∈
{
H0, h0

}
are mani-

festly gauge-dependent.

If we want to calculate the self-energies in the alternative tadpole scheme, we have to include
the tadpole contributions from Fig. C.1. To this end, it is useful to consider the gauge-
dependence of the truncated tadpole diagrams first. Figure C.2 depicts all contributions to the
CP-even tadpole diagrams which introduce gauge-dependent parts. The gauge-dependence
of the ghost loops and of the gauge boson loops precisely cancel. Consequently, the gauge-
dependence of the tadpoles is determined by the Goldstone loops. Explicitly, the gauge-
dependence reads

[iTh0 ]g.d. = −λZ
igmZsβ−αm

2
h0

64π2cW
αZ − λW

igmW sβ−αm
2
h0

32π2
αW , (C.16)

[iTH0 ]g.d. = −λZ
igmZcβ−αm

2
H0

64π2cW
αZ − λW

igmW cβ−αm
2
H0

32π2
αW . (C.17)

We denote with ghihjhk the trilinear Higgs couplings between three CP-even Higgses hi, hj

and hk. The explicit form of the couplings is given by

gH0H0H0 =
3g

2mW s2β

(
4
m2
W

g2
sα+βs2

β−αΛ5 −m2
H0 (2sα+β − s2αcβ−α)

)
. (C.18)

as well as by Eqs. (7.1), (7.5) and (7.6). With the explicit form of the gauge-dependence of
the tadpoles in Eqs. (C.16) and (C.17), the gauge-dependence of the tadpole diagrams of the
CP-even self-energies can be calculated:

 hi hj
H0

+

 hi hj
h0




g.d.

= ighihjH0

i

−m2
H0

[iTH0 ]g.d + ighihjh0
i

−m2
h0

[iTh0 ]g.d

= −λZ
ig2

128π2c2
W

[(
4m2

WΛ5

g2
− s2α

s2β

(
m2
H0 −m2

h0
))
O(1)
hihj
− 3

m2
hi

+m2
hj

2
δhihj

]
αZ

− λW
ig2

64π2

[(
4m2

WΛ5

g2
− s2α

s2β

(
m2
H0 −m2

h0
))
O(1)
hihj
− 3

m2
hi

+m2
hj

2
δhihj

]
αW .

(C.19)

We note that these additional tadpole terms have exactly the same form as the last two
lines of Eq. (C.15), but with opposite signs. Consequently, these last two lines are cancelled



134 C The Pinch Technique in the 2HDM
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k − q
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k − r1

Figure C.4.: Detailed CP-even box contribution. The Feynman diagram represents
one amplitude that will contribute to the λZ pinch part. The kinematics necessary for the
calculation of the pinch part is defined in the diagram. All fermion momenta follow the flow
of fermion number, except for the external particles, where the momenta are purely ingoing
and outgoing, respectively.

when we consider the CP-even self-energies in the alternative tadpole scheme, whose gauge-
dependences are given as the sum of Eqs. (C.15) and (C.19):

[
iΣtad

hihj
(q2)

]
g.d.

= λZ
ig2

64π2c2
W

[
O(1)
hihj

(
q4 − 2q2m2

A0 +m2
A0

(
m2
hi

+m2
hj

)
−m2

hi
m2
hj

)
βZA0(q2)

−δhihj

(
q2 −

m2
hi

+m2
hj

2

)
αZ +O(2)

hihj

1

2

(
q4 −m2

hi
m2
hj

) (
βZZ(q2) + βZξZ(q2)

)]

+ λW
ig2

32π2

[
O(1)
hihj

(
q4 − 2q2m2

H± +m2
H±

(
m2
hi

+m2
hj

)
−m2

hi
m2
hj

)
βWH±(q2)

−δhihj

(
q2 −

m2
hi

+m2
hj

2

)
αW +O(2)

hihj

1

2

(
q4 −m2

hi
m2
hj

) (
βWW (q2) + βWξW (q2)

)]
.

(C.20)

We observe that the CP-even self-energies in the alternative tadpole scheme are still gauge-
dependent. However, the gauge-dependences of the diagonal self-energies vanish on their
respective mass-shells: [

iΣtad
H0H0(m2

H0)
]

g.d.
= 0 , (C.21)[

iΣtad
h0h0(m2

h0)
]

g.d.
= 0 . (C.22)

As a consequence, the counterterms of the CP-even Higgs masses mH0 and mh0 , as defined
over the diagonal OS CP-even self-energies in Eqs. (4.130) and (4.131), are manifestly gauge-
independent.

C.2.2. Derivation of the CP-Even Pinched Self-Energies

Our toy process for extracting the pinch contributions for the CP-even self-energies is the
process µ+µ− −→ b̄ b as depicted in Fig. C.3. The kinematics of the process is shown in the
Feynman diagram. Explicitly, we denote with p1 and p2 the momenta of the external (anti)
muons and with r1 and r2 the momenta of the external (anti) bottom quarks. For those, the
four-momentum conservation

q2 ≡ s := (p1 + p2)2 = (r1 + r2)2 (C.23)

holds, with s being the Mandelstam variable as the center-of-mass energy. Note that in
contrast to App. B, we now consider a process which is determined over the s channel and
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Figure C.5.: CP-even box contributions. Full set of one-loop box diagrams for our toy
process that contain pinch contributions to the CP-even Higgs sector. The diagrams consist
of contributions from fermions F , gauge bosons V and scalar bosons S.

not the t channel, with t being the Mandelstam variable as the square of four-momentum
transfer. This makes no difference in regard to the pinch contributions themselves however,
since the pinch technique is process-independent [93].

As it was the case in App. B, all pinch contributions for the CP-even sector have the structure
of self-energies, i.e. they depend only on s, but not on any other Mandelstam variable, nor
on any external fermion masses. If we denote with

Yhi :=

{
Y2 , if hi = H0

Y1 , if hi = h0
. (C.24)

the Yukawa coupling constants for the 2HDM, as defined in Sec. 8.2, then the coupling between
the external (anti) muons and CP-even Higgses and the external (anti) bottom quarks and
CP-even Higgses is given by

iΓµµhi(p1,p2) = v̄(p1)
−iemµ

2mW sW
Yhiu(p2) , (C.25)

iΓ
bbhj
(r1,r2) = ū(r2)

−iemb

2mW sW
Yhjv(r1) . (C.26)

Applying the pinch technique to all box, triangle and self-energy diagrams of the CP-even
sector reveals that all amplitudes can be cast into the form

iAi =
[
iAi
]
ξ=1

+ iΓµµhi(p1,p2)

i

q2 −m2
hi

iΣi
hihj

(q2)
i

q2 −m2
hj

iΓ
bbhj
(r1,r2) , (C.27)

where the pinch parts iΣi
hihj

(q2) from the boxes, triangles and self-energies have to be assigned

to the CP-even self-energies iΣhihj(q
2). The generic result in Eq. (C.27) is the 2HDM-analogue

to Eq. (B.69).

We begin by considering the exemplary box diagram in Fig. C.4. We want to calculate
the pinch contributions originating from this diagram explicitly in order to demonstrate the
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Figure C.6.: CP-even triangle contributions. Full set of one-loop triangle diagrams
for our toy process that contain pinch contributions to the CP-even Higgs sector. The sum
over both internal CP-even Higgs bosons hk ∈ {h0, H0} is taken. The diagrams consist of
contributions from fermions F , gauge bosons V and scalar bosons S.

concept of the pinch technique in the 2HDM. With the kinematics given in the Feynman
diagram, the amplitude reads

iAbox,Z0A0

1 =

∫
k
v̄(p1)

ieγµ

cW sW

[(
1

2
− s2

W

)
ω− − s2

Wω+

]
iS(k − p1)

emµY3

2mW sW
γ5u(p2)

· ū(r2)
embY3

2mW sW
γ5iS(k − r1)

ieγν

6cW sW

[(
3− 2s2

W

)
ω− − 2s2

Wω+

]
v(r1)

· i

(k − q)2 −m2
A0

i∆µν(k)

= − e4mµmbY
2

3

24m2
W s4

W c2
W

∫
k
v̄(p1)
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1

2
− s2

W

)
ω+ − s2

Wω−

]
γµS(k − p1)γ5u(p2)

· ū(r2)γ5S(k − r1)γν
[(

3− 2s2
W

)
ω− − 2s2

Wω+

]
v(r1)

· 1

(k − q)2 −m2
A0

−1
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Z

[
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kµkν
k2 − ξZm2

Z

]
≡
[
iAbox,Z0A0

1

]
ξZ=1

+
[
iAbox,Z0A0

1

]
λZ
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(C.28)

In the last line, we split up the amplitude into the term
[
iAbox,Z0A0

1

]
ξZ=1

, which contains no

pinch contributions, and the term proportional to λZ which can be pinched:[
iAbox,Z0A0

1

]
λZ

= −λZ
e4mµmbY

2
3

24m2
W s4

W c2
W

∫
k
v̄(p1)
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1

2
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)
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]
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Z
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= −λZ
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(C.29)



C.2. The Pinch Technique in the CP-Even Sector 137

Note that when we applied the Ward identity from Eq. (C.1), we neglected all terms that
introduce vertex-like pinch parts, i.e. parts that depend not only on the Mandelstam variable
s, but additionally on the external bottom and muon masses. These terms would have to
be assigned to the pinched 2HDM vertices. However, since we are only interested in the
construction of pinched self-energies, we can neglect them.

We repeat the calculation for the other three box diagrams which contain one Z0 and one A0

boson, shown generically in Fig. C.5, and add the results of the calculations to Eq. (C.29),
which yields[

iAbox,Z0A0
]
λZ

= λZ
ig4mµmbY

2
3

384π2m2
W c2

W
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[(
1

2
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]
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W c2

W
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−iemµ

2mW sW
u(p2)λZ

ig2Y 2
3

64π2c2
W
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−iemb

2mW sW
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= −v̄(p1)
−iemµ
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(C.30)

where in the last line, we have defined the complete pinch contribution of the Z0A0 boxes,

iΣbox,Z0A0

hihj
(q2) = λZ(q2 −m2

hi
)(q2 −m2

hj
)
ig2O(1)

hihj

64π2c2
W

βZA0(q2) . (C.31)

In order to derive the pinch contributions in Eq. (C.30), we have used that the following
relations hold independently of the 2HDM type:

1 = sβ−αY1 + cβ−αY2 , (C.32)

cβ−αY3 = sβ−α − Y1 , (C.33)

sβ−αY3 = −cβ−α + Y2 . (C.34)

Additionally, we neglected in Eq. (C.30) every term which has not the correct Yukawa cou-
pling structure according to Eqs. (C.25) and (C.26), since these terms do not yield pinch
contributions to the CP-even self-energies.

The calculation of the pinch parts of all other box diagrams shown in Fig. C.5 is completely
analogous. In total, the CP-even pinch contribution from the boxes reads

iΣbox
hihj

(q2) = λZ(q2 −m2
hi

)(q2 −m2
hj

)
ig2

64π2c2
W

[
O(1)
hihj

βZA0(q2) +O(2)
hihj

βZZ(q2) + βZξZZ(q2)

2

]
+ λW (q2 −m2

hi
)(q2 −m2

hj
)
ig2

32π2

[
O(1)
hihj

βWH±(q2) +O(2)
hihj

βWW (q2) + βWξWW (q2)

2

]
.

(C.35)
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Figure C.7.: CP-even fermion self-energy contributions. Full set of one-loop fermion
self-energy corrections for our toy process that contain pinch contributions to the CP-even
Higgs sector. The sum over both internal CP-even Higgs bosons hk ∈ {h0, H0} is taken. The
diagrams consist of contributions from gauge bosons V and fermions F .

The next pinch contributions we consider are the ones originating from the triangle diagrams
shown in Fig. C.6. The calculation is completely analogous to the previous one, therefore, we
state the resulting pinch parts directly. The sum of all pinch terms proportional to λV reads

iΣtri
hihj

(q2) = λZ(2q2 −m2
hi
−m2

hj
)
−ig2
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8
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9
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]
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−m2
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)

5ie2

144π2
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(C.36)

As it was the case for QCD in App. B.3.8, the triangle diagrams contain additional pinch
contributions through longitudinal pinching momenta which are contained in the ξ = 1 parts
of the amplitudes. The triangle diagrams in Fig. C.6 containing scalar-scalar-vector vertices
have a Lorentz structure which allows these longitudinal pinching momenta to appear next to
internal fermion propagators so that the latter can be pinched out. In total, these additional
pinch contributions read

iΣadd
hihj

(q2) = λZ(2q2 −m2
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−m2
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)

ig2
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2
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2
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2
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2
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W ,m
2
W )
]}

.

(C.37)

The last pinch parts originate from one-loop corrections to the external fermion legs depicted
in Fig. C.7. Tadpole diagrams contributing to the external leg corrections are not depicted,
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Figure C.8.: Additional pinch terms for the CP-odd sector. The ξ = 1 part of the tri-
angle diagrams containing the scalar-scalar-vector vertices yield additional gauge-independent
pinch contributions. Only the diagrams which contain pinch contributions to the off-diagonal
self-energy iΣG0A0 are shown.

since they yield no pinch contributions to the CP-even self-energies. The sum of all pinch
parts is given by

iΣself
hihj

(q2) = −λZ(2q2 −m2
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With all pinch parts at hand, we are able to create the pinched self-energy of the CP-even
sector. It is given as the sum of the self-energy in the alternative tadpole scheme and all
pinch parts derived in this subsection. Explicitly, the pinched self-energy reads:

iΣpinch
hihj

(q2) = iΣtad
hihj
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(C.39)

All gauge-dependences of the CP-even self-energies cancel against the pinch contributions.
The pinched self-energy is the sum of the self-energy in the alternative tadpole scheme and
the additional gauge-independent pinch contributions from the triangle diagrams. Since
Eq. (C.39) holds for all gauge-fixing-parameters ξ ∈ {ξZ , ξW , ξγ}, the pinched self-energy
is manifestly gauge-independent.

C.3. The Pinch Technique in the CP-Odd and Charged Sectors

In order to derive the pinch terms for the CP-odd and charged scalar sector of the 2HDM,
we repeat the calculations from the previous section to all diagrams that contribute to the
respective self-energies. The demonstration of these calculations is beyond the scope of this
thesis, since the number of diagrams which have to be considered is large. We want to note
that the application of the pinch technique in the CP-odd and charged sector is significantly
more involved than for the CP-even sector. After having derived the pinch contributions, we
carefully have to allot them between all possible self-energies of the respective sector, e.g. the
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Figure C.9.: Additional pinch terms for the charged sector. The ξ = 1 part of the tri-
angle diagrams containing the scalar-scalar-vector vertices yield additional gauge-independent
pinch contributions. Only the diagrams which contain pinch contributions to the off-diagonal
self-energy iΣG±H± are shown.

pinch contributions of the charged sector have to be distributed amongst the self-energies of
the charged Higgses H±, of the Goldstones G± and of the W± bosons as well as amongst all
mixed self-energies of all these particles.

Although we will not present the calculations explicitly within this thesis, we have shown
that the gauge-dependences of all self-energies in the CP-odd sector are precisely cancelled
by all gauge-dependent pinch contributions. For the derivation of these contributions, we
used the same toy process as in App. C.2.2. The cancellation of all gauge-dependences in the
charged sector is completely analogous. However, in this sector we considered the toy process
e−νµ −→ νe µ

− which contains the charged scalar propagators in the t channel.

For the purpose of stating a manifestly gauge-independent definition of the mixing angle
counterterm δβ, we only need the pinched versions of the CP-odd or charged off-diagonal
self-energies iΣG0A0 and iΣG±H± . All gauge-dependent pinch contributions cancel against
the gauge-dependences of these self-energies. Analogous to the CP-even sector, the pinch
technique furthermore yields additional gauge-independent pinch contributions from the ξ = 1
part of the triangle diagrams shown in Fig. C.8 for the CP-odd and in Fig. C.9 for the charged
sector. In total, the pinched off-diagonal self-energies of the CP-odd and charged sectors read
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(C.40)
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eren Einblick in ein spannendes und lehrreiches Forschungsfeld zu erlangen. Weiterhin möchte
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